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Abstract of the contribution: This document proposes to improve Alternative 2 of LDF architecture and makes some editorial corrections. 
1. Discussion
TR 23.812 uses wrong terminology “OMC (OAM)”; the correct terminology is EMS/NMS (Element Management System / Network Management System).

Alternative 2 for LDF architecture shows both Lm and Ln interfaces going through the EMS/NMS. While it is understood that EMS/NMS is used as an intermediary for providing load information to the LDF under this alternative, the authors do not see an advantage in going through the EMS/NMS for providing the Load Balancing decision/policy from LDF to DNS and other entities. Moreover, the existing EMS/NMS doesn’t have appropriate interfaces for providing such kind of configuration data to DNS, I-CSCF and IP-CAN, which means no benefits from so-called re-using of the interfaces from EMS/NMS to those entities.) It is therefore proposed that in Alternative 2, the EMS/NMS is only used as an intermediary for Lm interface, and that Ln interface is identical in both Alternatives.
2. Conclusion
Based on the above discussion, it is proposed to update TR 23.812 as shown below. Some editorial corrections are also included.
First Change to TR 23.812
6.1.1
Load Balancing based on Load Detection Function 
6.1.1.1
Load Detection Function (LDF)

6.1.1.1.1
General




In order to perform overload detection and resolution and/or Load Balancing between P-CSCFs or S-CSCFs, a new function called the Load Detection Function (LDF) is proposed to monitor and store the load information of all P-CSCFs and S-CSCFs, (e.g., CPU and Memory Usage, currently supported number of users, or service related factors) and execute policies based on that to, e.g., select P/S-CSCFs. 

The functions of the LDF include:
· Monitor and store the load information of network entities (e.g., P-CSCF, S-CSCF) in an operator’s domain;
NOTE: Periodic monitoring can be used by the LDF to obtain load information of network entities; this is particularly applicable when the LDF is used for Load Balancing. A threshold crossing indication mechanism can be used by the LDF to obtain load information of P/S-CSCFs, for example, when their load exceeds a pre-defined threshold. This is particularly applicable when the LDF is only used for Overload Control.

· Make Load Balancing or Overload Control decision/policy such as triggering a proper network re-configuration with a certain pre-tested configuration or performing a purely dynamic Load Balancing algorithm; 

· Download the load balance decision/policy to related network entities (e.g., IP-CAN related entities, I-CSCF, or DNS) to execute.

Editor’s note: Whether LDF is used to perform Overload Control is dependent on the assessment of all Overload Control alternatives.
6.1.1.1.2
Alternative 1 for LDF architecture
The figure below illustrates the reference points of the LDF in this alternative. 
· -
The LDF monitors the load of IMS entities via the Lm reference point. The load information required by LDF can be as stated in Annex X. 

· -
The LDF downloads the load balance decision/policy to DNS via the Ln reference point, and DNS UPDATE mechanism defined in RFC 2136 can be reused to implement this functionality (Refer to Annex A). If DNS is not enabled for selection of IMS entities in practice, Ln reference point is used to transfer configuration parameters to I-CSCF for S-CSCF selection and to IP-CAN for P-CSCF selection. The Ln reference point can also be used to inform IMS entities, such as P-CSCFs and S-CSCFs, their backup entities for Overload Control. 
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Fig 6.1-1 LDF Interfaces without EMS/NMS
6.1.1.1.3
Alternative 2 for LDF architecture
The figure below illustrates the reference points of the LDF in this alternative.

-
The LDF monitors the load of IMS entities via the Lm reference point through EMS/NMS. The load information required by LDF can be as stated in Annex X. 

-
The LDF downloads the load balance decision/policy via the Ln reference point as in Alternative 1.
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Fig 6.1-2 LDF Interfaces with EMS/NMS



NOTE: Considerations need to be made for the redundancy and reliability mechanisms for the LDF to ensure the availability of the LDF.
Periodic monitoring of a CSCF's load induces an additional workload on this CSCF. Monitoring shall be designed in such a way that such added workload is negligible compared to the workload caused by normal operations of the CSCF such as SIP routing.
Editor's Note: The network management related issues should be transferred to SA5 for discussion. The relation between the LDF based Load Balancing mechanism and the existing network management system is for future study. 
6.1.1.2
P-CSCF Load Balancing with LDF
6.1.1.2.1 
General
In order to achieve Load Balancing between P-CSCFs, the Load Detection Function (LDF) is utilized to monitor and store the load information of all P-CSCFs. 

The P-CSCF Load Balancing mechanisms implemented by the LDF are:
· Monitor and store the load information of P-CSCFs. This is achieved either by querying each P-CSCF, or by collecting information reported by the P-CSCFs.
· Update the load information of P-CSCFs periodically to DNS.
6.1.1.2.2 
Information flow
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Fig 6.1-3: Information flow for P-CSCF Load Balancing
1. P-CSCF-1, P-CSCF-2 and P-CSCF-3 notify the load information to LDF(e.g. periodically).
2. LDF updates the load state of the relevant P-CSCFs to DNS at a given interval.
NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from P-CSCF to LDF as shown in figure 6.1-2. 
3. UE initiates an address query for P-CSCF to DNS. 
4. DNS implements a Load Balancing algorithm and return the address of a relatively low-load P-CSCF-1. If all available LDFs go out of service for some reason, DNS is required to be aware of this failure and fall back to the static P-CSCF assignment mechanism (e.g., round robin) without considering load information.
5. UE sends IMS registration request to P-CSCF-1.
NOTE: DNS caching may break this Load Balancing mechanism, if the TTL of DNS entries is not set to zero or a very small value (e.g. a value that is close to the load probing period). It is up to the operator to define the TTL of DNS entries, e.g. by making a trade-off between the cost of extra DNS queries induced by lowering the TTL, and the benefits provided by this Load Balancing mechanism.

6.1.1.3
S-CSCF Load Balancing during initial registration

6.1.1.3.1
General
The load information of S-CSCFs is beneficial to improve the Load Balancing across S-CSCFs. If the load state of S-CSCFs is considered when selecting S-CSCF during the initial registration, load imbalance amongst S-CSCFs might be alleviated to some extent and S-CSCFs might be utilized more efficiently. The LDF (Load Detection Function) could be introduced to help implement S-CSCF Load Balancing for certain scenarios. 

The following observations can be made:

-
When performing Load Balancing for the S-CSCF during initial registration, it is not only the current traffic load of the S-CSCFs that is of interest, but the maximum expected load that the registered users will create during busy hours. 

-
Different users imply different expected load on the system at different periods of times. A business user generates different load than residential users. A user with only one terminal using MMTEL, will have quite different behaviour than a user with multiple terminals, using MMTEL, Push-to-talk, Messaging, IMS based mobile TV, and enabled for ICS/SRVCC/Inter-UE transfer. 
NOTE: Different IMS subscriptions may have different load caracteristics (such as IP PBX). This can be taken into account by the operator by configuring specific server capabilities in the user profile of users that have specific characteristics (e.g. to direct IP PBX registrations to S-CSCFs that are dimensionned to serve IP PBXs).
6.1.1.3.2
Information flow
Fig 6.1-4 shows an information flow where a relatively low-load S-CSCF is selected during IMS initial registration.
Fig 6.1-4: Information flow for S-CSCF Load Balancing at initial registration

1. The LDF interacts with the S-CSCFs in the same domain to obtain load information of S-CSCFs, and updates the DNS accordingly.. This is achieved either by querying each S-CSCF, or by collecting information reported by the S‑CSCFs.
NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from S-CSCF to LDF as shown in figure 6.1-2. 
2. The I-CSCF receives a IMS registration request from a UE.
3. The I‑CSCF sends the Cx query to the HSS to find an appropriate S-CSCF.
4. The I-CSCF receives a Cx response, which contains the server capabilities, from HSS if no S-CSCF is assigned to the user.
5. In the case where Cx response contains server capabilities, the I-CSCF constructs a domain name from these capabilities, using a deterministic algorithm and local configuration.
6. The I-CSCF performs a DNS query to resolve the domain name constructed at step 5 or the S-CSCF address received by the HSS at step 4.
7. The I-CSCF receives a response containing address(es) of preferable S-CSCFs from the LDF.
8. The I-CSCF sends the IMS registration request to the S-CSCF.
6.1.1.4
S-CSCF Load Balancing during re-registration

Fig 6.1-5 shows an information flow where a more preferable S-CSCF is selected during IMS re-registration. LDF is involved to offer load information. It’s assumed that S-CSCF re-selection should not impact service continuity. Thus, S-CSCF re-selection only applies to the registered UEs without ongoing services.
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Fig 6.1-5: Infromation flow for S-CSCF load banlacing at re-registration
1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load information of S-CSCFs, and updates the DNS accordingly.
NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from S-CSCF to LDF as shown in figure 6.1-2. 
2. I-CSCF receives a IMS re-registration request from UE.
3. I-CSCF determines and, if necessary, gets capabilities of S-CSCFs from HSS using step 2-6 of Detection Mechanism 1 (in subclause 6.3.1.2) or step 2-5 of Detection Mechanism 2 (in subclause 6.3.1.3). 

4. In the case where Cx response contains server capabilities, I-CSCF constructs a domain name from these capabilities, using a deterministic algorithm and local configuration.
5. I-CSCF performs a DNS query to resolve the domain name constructed at step 4 or the S-CSCF address received from the HSS at step 3.

6. I-CSCF receives a response containing address(es) of preferable S-CSCF(s) from DNS.
7. The I-CSCF calculates the best suited S-CSCF based on the received capabilities and load information. If the best suited S-CSCF is the currently assigned S-CSCF (S-CSCF 2) or the best suited S-CSCF is currently not available, existing Rel-8 procedure is followed. Otherwise, go to Step 8. 
8. The re-assignment of S-CSCF follows Re-Selection Mechanism 1 (in subclause 6.3.2.2) or Re-Selection Mechanism 2 (in subclause 6.3.2.3)
6.1.1.5
Load Balancing during S-CSCF restoration

6.1.1.5.1
General

Current solution of S-CSCF system-level restoration proposed by CT4 is based on the reselection of new S-CSCF to take over the load of the failed one. But the solution doesn’t consider the dynamic load status of newly selected S-CSCF. Thus, the newly selected S-CSCF may get overloaded or even crashed because of the transferring-in of load from the failed S-CSCF. In order to solve this problem, LDF can be used to select one or more low-load S-CSCF to share the redundant load transferred from the failed S-CSCF.

6.1.1.5.2
Load Balancing during S-CSCF restoration (originating procedure)
When a S-CSCF fails, a backup S-CSCF will take the place of the disabled one during an originating procedure as depicted in TS 23.380. That S-CSCF will download user backup data from HSS that helps continue setting up the session. A LDF based Load Balancing mechanism can be used to improve this procedure. 
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Fig 6.1-6 Information flow for Load Balancing during S-CSCF restoration (originating procedure)
1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load information of S-CSCFs, and updates the DNS accordingly.

NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from S-CSCF to LDF as shown in figure 6.1-2. 
2. P-CSCF receives an originating SIP request for a user who has registered on S-CSCF-1.
3. P-CSCF detects S-CSCF-1 is not accessible.
4. P-CSCF returns a special error to UE and restarts a registration following the procedure in TS 23.380.
5. I-CSCF determines and, if necessary, gets capabilities of S-CSCFs from HSS using step 2-6 of Detection Mechanism 1 (in subclause 6.3.1.2) or step 2-5 of Detection Mechanism 2 (in subclause 6.3.1.3). 

6. In the case where Cx response contains server capabilities, I-CSCF constructs a domain name from these capabilities, using a deterministic algorithm and local configuration.

7. I-CSCF performs a DNS query to resolve the domain name fetched at step 4 or constructed at step 5 or the S-CSCF address received from the HSS at step 4.

8. I-CSCF receives a response containing address(es) of preferable S-CSCF(s) from DNS.

9. I-CSCF forwards the message to a selected S-CSCF-2 and the normal registration procedure follows.
10. UE sends the originating SIP Request again.
6.1.1.5.3
Load Balancing during S-CSCF restoration (terminating procedure)
When a S-CSCF fails, a backup S-CSCF will take the place of the disabled one during a terminating procedure as depicted in TS 23.380. That S-CSCF will download user backup data from HSS that helps continue setting up the session. A LDF based Load Balancing mechanism can be used to improve this procedure. This subclause describes an alternative that the backup S-CSCF fetches user backup data one at a time when a session setup request comes. 
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Fig 6.1-7 Information flow for Load Balancing during S-CSCF restoration (terminating procedure) 
1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load information of S-CSCFs, and updates the DNS accordingly.
NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from S-CSCF to LDF as shown in figure 6.1-2. 
2. The registration procedure follows the existing registration procedure where S-CSCF backs up user data in HSS in TS 23.380.
3. I-CSCF receives a terminating SIP request for a user who has registered on S-CSCF-1.
4. I-CSCF sends LIR message to HSS in order to obtain the address of S-CSCF-1. HSS detects S-CSCF-1 is not accessible. I-CSCF receives LIA message, which contains the capability set, from HSS.
5. In the case where Cx response contains server capabilities, I-CSCF constructs a domain name from these capabilities, using a deterministic algorithm and local configuration.

6. I-CSCF performs a DNS query to resolve the domain name fetched at step 4 or constructed at step 5 or the S-CSCF address received from the HSS at step 4.

7. I-CSCF receives a response containing address(es) of preferable S-CSCF(s) from DNS.
8. I-CSCF selects S-CSCF-2 from the returned S-CSCFs. 
9. I-CSCF forwards the terminating SIP request to S-CSCF-2.
10. S-CSCF-2 downloads the user backup data from the HSS.
11. S-CSCF-2 forwards the terminating SIP request to UE.
12. If another terminating SIP request comes for another called user, who also used to register on S-CSCF-1, the restoration procedure repeats the steps 3~11.

6.1.2
S-CSCF Load Balancing at Initial Registration based on HSS
This alternative proposes to re-use existing signalling mechanisms, but where the HSS, with its current information and knowledge, selects the appropriate S-CSCF based on different information it has. This information could include: 

-
Number of current registered user at the S-CSCF

-
Type of provisioned services of each of those users

-
Number of expected terminals each of those user may have

-
Type of user (residential or business)

-
Additional policies and information received from support system (which could include current status of the S-CSCFs, such as it is under maintenance and should not be selected etc)
Second Change
6.2.1.3 
P-CSCF Overload Control based on LDF
6.2.1.3.1
General
In order to achieve Overload Control between P-CSCFs, the Load Detection Function (LDF) is utilized to monitor and store the load information of all P-CSCFs. 

The P-CSCF Overload Control mechanisms implemented by the LDF are:
· Monitor and store the load information of P-CSCFs. This is achieved either by querying each P-CSCF, or by collecting information reported by the P-CSCFs.
· Provide a P-CSCF with the address of a low-load P-CSCF to redirect initial registration.
6.2.1.3.2 
Information flow
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Fig 6.2-3: Information flow for P-CSCF Overload Control
1.  P-CSCF-1, P-CSCF-2 and P-CSCF-3 notify the load information to LDF(e.g. periodically).

NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from P-CSCF to LDF as shown in figure 6.1-2. 
2.  P-CSCF-1 gets the low-load P-CSCF address, eg. P-CSCF-3.

3.  P-CSCF-1 receives the initial registration of UE.
4.  P-CSCF-1 finds that it is in overload condition.
5.  P-CSCF-1 sends a Registration redirection response with a redirect address of P-CSCF-3.
6.  UE sends IMS registration request to P-CSCF-3.
Third Change
6.2.2
S-CSCF Overload Control

6.2.2.1
S-CSCF Overload Control based on LDF
6.2.2.1.1
General
The load information of S-CSCFs is beneficial to improve Overload Control. If the  load state of S-CSCFs is considered when selecting an S-CSCF during the initial registration, load imbalance amongst S-CSCFs due to the overload of an S-CSCF might be alleviated to some extent and S-CSCFs might be utilized more efficiently. The LDF (Load Detection Function) could be introduced to help implement S-CSCF Overload Control for certain scenarios. 

The observations in subclause 6.1.1.3 are also applicable to Overload Control.
6.2.2.1.2
Information flow
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Fig 6.2-6: Information flow for S-CSCF Overload Load at initial registration

1. The LDF interacts with the S-CSCFs in the same domain to obtain load information of S-CSCFs. This is achieved either by querying each S-CSCF, or by collecting information reported by the S‑CSCFs.

NOTE: For Alternative 2 of LDF architecture, EMS/NMS is used for information delivery from S-CSCF to LDF as shown in figure 6.1-2. 
2.  S-CSCF-1 gets a low-load S-CSCF address, eg. S-CSCF-3.

3. The  I-CSCF sends the IMS initial registration request to the selected S-CSCF, i.e. S-CSCF-1.
4.  S-CSCF-1 finds that it is in overload condition.

Editor’s notes: It is FFS whether S-CSCF or I-CSCF should perform the Overload Control.
5.  S-CSCF-1 sends a Registration redirection response to I-CSCF with a redirect address of S-CSCF-3.
6.  The I-CSCF sends the IMS initial registration request to S-CSCF-3.
Fourth Change
7.2.3
General consideration on Load Balancing

An additional advantage of the LDF-based solutions assessed in 7.2.1 and 7.2.2 is that the LDF architecture is applicable to any entity, even those not documented in this TR.
7.2.4
LDF architecture assessment

Two LDF architectures are given in subclause 6.1.1.1. In Alternative 1, direct interfaces are used for information delivery to and from LDF. In alternative 2, EMS/NMS is used as an intermediary for information delivery to LDF.

The comparison of these two architectures is shown below: 

	Alternatives
	Impacts on CSCF
	Create new function entity
	Impacts on existing interface
	New interface for CSCF
	New interface for EMS/NMS

	Alt 1 in 6.1.1.1.2: Direct interface
	Yes (only to report load info)
	Yes
	No
	Yes (only to report load info)
	No

	Alt 2 in 6.1.1.1.3: Indirect interface (through OMC)
	No
	Yes
	No
	No
	Yes
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