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Introduction

CT4 LS C4-102304/S2-104470 (includes attachment C4-102042) discusses the MTU size to be specified in 3GPP for end to end behaviour (i.e. including UE, Access Networks and Core network elements).  CT1 LS response in C1-104416 highlights some additional aspects to consider when selecting MTU size in 3GPP.
An octet in computer networking is an eight bit quantity. Usually an octet in networking refers to a single byte from an IPv4 network address.

Some background of current 3GPP status is provided in C4-102042, but it does not fully reflect the status and dependency as well as possible consequences of adopting a different value than what exists already in 3GPP pre-Rel-8 systems.  CT1 has identified additional aspects to consider. 
Background

This document provides some background information based on 3GPP specifications, well-known practice in the industry and some known current configuration usage in deployed networks.
Current 3GPP System Status

As C4 correctly identified, as per the system wide impacts, one of the main specifications covering end to end aspects needs to cover the MTU size requirement.  In 3GPP pre-Rel-8 systems, TS 23.060 covers this aspect and we believe the subsequent functions have been built based on that.  
Going back to Release 5 of TS 23.060 (consistent with TS 23.107), we find the following statement:

“9.3
Packet Routeing and Transfer Function

The packet routeing and transfer function:

-
routes and transfers packets between a mobile TE and a packet data network, i.e. between reference point R and reference point Gi;

-
routes and transfers packets between mobile TE and other GPRS PLMN, i.e. between reference point R and reference point Gi via interface Gp;

-
routes and transfers packets between TEs, i.e. between the R reference point in different MSs; and

-
optionally supports IP Multicast routeing of packets via a relay function in the GGSN.

The PDP PDUs shall be routed and transferred between the MS and the GGSN as N‑PDUs. In case of PDP type PPP, the maximum size of each N‑PDU shall be 1 502 octets. In other cases, the maximum size of each N‑PDU shall be 1 500 octets. When the MS or the GGSN receives a PDP PDU that results in an N‑PDU that is not larger than the maximum N‑PDU size, the PDP PDU shall be routed and transferred as one N‑PDU. When the MS or the GGSN receives a PDP PDU that results in an N‑PDU that is larger than the maximum N‑PDU size, the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation.
………………………………….”

TS 26.234 v5.7.0 onwards states:
“Annex J (informative): 
Mapping of SDP parameters to UMTS QoS parameters

This Annex gives recommendation for the mapping rules needed by the PSS applications to request the appropriate QoS from the UMTS network (see Table J.1).

Table J.1: Mapping of SDP parameters to UMTS QoS parameters for PSS

	QoS parameter
	Parameter value
	comment

	Delivery of erroneous SDUs
	”No”
	

	Delivery order
	”No”
	

	Traffic class
	"Streaming class"
	

	Maximum SDU size
	1400 bytes
	According to RFC 2460 the SDU size must not exceed 1500 octets. A packet size of 1400 guarantees efficient transportation.

	Guaranteed bit rate for downlink
	1.025 * session bandwidth
	This session bandwidth is calculated from the SDP media level bandwidth values.

	Maximum bit rate for downlink
	Equal or higher to guaranteed bit rate in downlink
	

	Guaranteed bit rate for uplink
	0.025 * session bandwidth
	

	Maximum bit rate for uplink
	Equal or higher to guaranteed bit rate in uplink
	

	Residual BER
	1*10-5
	16 bit CRC should be enough

	SDU error ratio
	1*10-4 or better
	

	Traffic handling priority
	Subscribed traffic handling priority
	Ignored

	Transfer delay
	2 sec.
	


“
In case of IMS, as specified in TS 24.229 Release 5 via usage of RFC3261 which states:
“The client side of the transport layer is responsible for sending the

request and receiving responses. The user of the transport layer

passes the client transport the request, an IP address, port,

transport, and possibly TTL for multicast destinations.

If a request is within 200 bytes of the path MTU, or if it is larger

than 1300 bytes and the path MTU is unknown, the request MUST be sent

using an RFC 2914 [43] congestion controlled transport protocol, such

as TCP. If this causes a change in the transport protocol from the

one indicated in the top Via, the value in the top Via MUST be

changed. This prevents fragmentation of messages over UDP and

provides congestion control for larger messages. However,

implementations MUST be able to handle messages up to the maximum

datagram packet size. For UDP, this size is 65,535 bytes, including

IP and UDP headers.

The 200 byte "buffer" between the message size and the MTU

accommodates the fact that the response in SIP can be larger than

the request. This happens due to the addition of Record-Route

header field values to the responses to INVITE, for example. With

the extra buffer, the response can be about 170 bytes larger than

the request, and still not be fragmented on IPv4 (about 30 bytes

is consumed by IP/UDP, assuming no IPSec). 1300 is chosen when

path MTU is not known, based on the assumption of a 1500 byte

Ethernet MTU.

If an element sends a request over TCP because of these message size

constraints, and that request would have otherwise been sent over

UDP, if the attempt to establish the connection generates either an

ICMP Protocol Not Supported, or results in a TCP reset, the element

SHOULD retry the request, using UDP. This is only to provide

backwards compatibility with RFC 2543 compliant implementations that

do not support TCP. It is anticipated that this behavior will be

deprecated in a future revision of this specification.”
IMS UE compliant to a 3GPP release preceding Rel-9 would send UDP datagrams bigger than the intended MTU size of 1280 octets. This would result to IP fragmentation of the UDP datagrams. This can result to loss of the UDP datagrams due to the issues listed in the Known industry practices below. 
3GPP TS 26.114 we define some QoS profiles (informative) with:
 

	Maximum SDU size (octets)
	1 400
	Maximum size of IP packets


Known industry practices
Also 1500 bytes is well known MTU in general on the Internet. Thus over-the-top and other traffic passing in and out of the network that implements a lower than 1500 bytes MTU (minus a reasonable tunnel overhead) will be affected.

Fragmented traffic and NAT and FW is a very bad combination. As a general rule any fragments will be dropped by these boxes as processing of fragments in a way consistent with non-fragmented packets requires re-assembly and new fragmentation, thus requiring buffering in the middle box. This is often perceived as not an acceptable cost of CPU and memory in any middle box so one simply drops fragmented packets, causing a MTU black hole.

Buffering also creates security vulnerability as one can try to fill that fragment buffer by sending only a single part of a large packet which then stays around.  As such, lowering of the MTU has potential significant impact on any IP based service, including TCP based ones.

Just like NATs and FWs, the SBG have the possibility to drop fragmented packages. There are very few networks out there today where you can send fragmented packages through. This is not because of the standard, but because of that the security people do not allow it as it is considered to be a security risk. So if you wish to start to send media with packages larger than today's configure MTU, then you have the following options: 
1) Try to convince the security department that all FWs, NATs, SBGs etc should allow fragmented packages (highly unlikely).
2) Tune up the MTU size in the packet core. 
The fragmentation problem has mostly to do with the fact that one will have to create more state in the network (in FWs, intermediate media nodes, and the end-point), which then can be used for attacks in the sense that to mitigate the problem one would  try to do buffer overflows etc.  
In addition, CT1 LS response points to the fact when laptop is connected to IP network using a mobile equipment, the length of IP packets is decided by the IP stack implementation in the laptop. There are some IP stack implementations in laptops which use 1500 bytes MTU.
Most M-MGw should have configurable parameters to specify MTU and maximum packet size for IP multiplexing. Currently, the default value we are aware of is 1500 octet. Change of maximum packet size would have impact to correct the maximum and default value of these parameters.

In the BSC, the recommended value observed is 1500 Octet.
Way Forward
Ericsson/ST-Ericsson proposes to have the same value to be used in EPS as for GERAN/UMTS in case of GPRS based architecture, i.e. 
-Max MTU is 1500 octet. Depending on implementation, configuration and network support, nodes may discard, fragment or forward packets larger than 1500 octet.
Packet size should be between 1280 and 1394 octet in order to ensure the most efficient use of tunnels and reduce fragmentation.
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