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1 Introduction

For Rel-10 it has been decided [2] to add support for GBR bearers with an MBR exceeding the GBR. Such bearers are primarily used but not limited to Voice or Video services with rate adaptive codes. 
It was also proposed in [3] and [4] that the UE’s MAC layer should be provided with the MBR value and that the Logical Channel Prioritization (LCP) function should enforce the MBR over the uplink radio interface. 
In this paper we explain why it is neither required nor beneficial to enforce the MBR in the UE and why it is preferable to perform rate enforcement in the network. 
2 Background
2.1 Application-/Service Layer Rate Adaptation
In Rel-10 full support for application-/service layer rate adaptation has been added in [5] section 4.7.4 and consequently, the MBR may now be larger than the configured GBR. The corresponding technical report [6] states in section 6.5 “that setting MBR greater than GBR is already supported in UTRAN and such a configuration should also be supported for E-UTRAN. {…} No additional functionality has been identified beyond what has already been specified in Rel-8 that would be required from a UE to support MBR>GBR bearers”.
2.2 Congestion Detection and ECN

In the Internet congestion is typically indicated by packet dropping. In response to a detected packet loss a TCP sender halves its congestion window and thereby reduces its send rate. Furthermore, it retransmits the lost packet and thereby hides the packet drop from higher layers. It should be noted that the packet drop rate is typically below 1% and it decreases with increasing target bit rates. Therefore, the impact on system capacity is negligible. More information about TCP congestion control and the relation between bit rates and packet drop rates can be found in [1].
Also other applications such as VoIP using RTP/UDP as underlying protocols reduce their send rate (codec bit rate) in response to packet losses. However, retransmissions are typically not supported and they would most likely exceed the packet delay budget anyway. To avoid negative impact on the service quality, it has therefore been agreed to introduce support for Explicit Congestion Notification (ECN) in 3GPP Rel-9 networks. If both application end-points indicate ECN support
 any intermediate node may indicate congestion by setting the ECN-CE flag in one or more IP packets. The receiving endpoint detects the congestion indication and reports it back to the application peer which reduces its send rate. The benefit of ECN is obviously that the rate adaptation is triggered without dropping packets. ECN is important for applications such as VoIP but can be considered nice-to-have for TCP based applications. 

3 Discussion
3.1 MBR Enforcement for services supporting Application-/Service Layer Rate Adaptation
The VoIP and Video services mentioned in section 2.1 will typically not exceed the Maximum Bit Rate as it corresponds to the highest configured codec rate. The latter is configured by higher layers (NAS) and not known to the UE’s MAC layer. Consequently, there is no need to enforce MBR for well behaving applications of this primary use case. 
On the other hand, a misbehaving application may not reduce its send rate to GBR in response to a congestion indication or it may even exceed the expected MBR. The network should therefore implement policing functions to verify whether such applications adhere to the configured GBR and/or MBR. In our view, such policing functionality cannot be left to UE implementation.

Proposal 1 Agree that (well behaving) VoIP and Video services supporting Application-/Service Layer Rate Adaptation do not require MBR enforcement.

Proposal 2 Agree that policing of misbehaving applications cannot be left to UE implementation and must be done in the network. 

3.2 MBR enforcement for other services

GBR bearers with MBR>GBR could also be used for other services even though this is not the primary use case. If normal Internet traffic is mapped onto such a bearer, applications such as email traffic and other TCP based data transfers will attempt to exceed the intended MBR. This is due to the greedy nature of the TCP protocol and the fact that the application is typically not limiting the data rate. However, as explained in section 1 and in [1], TCP is responsive to congestion indications from the network, namely to packet losses but also to ECN-CE indications. In downlink direction, the eNB can steer the instantaneous throughput per bearer and thereby enforce the MBR. To keep the resulting queue to a reasonable size, an active queue management function may drop packets and thereby enforce the TCP sender to reduce its congestion window. Uplink scheduling grants are per UE and the allocation to the logical channels
 is controlled by the Logical Channel Prioritization (LCP) function in the UE. The LCP function is aware of the GBR value (if any) and the absolute scheduling priority of each logical channel. It assigns radio resources so that all GBR bearers reach their GBR and meet their QoS contract (phase 1). If more bits can be sent, the UE assigns them in decreasing priority order (phase 2). It should be noted that the LCP is not aware of the MBR. In phase 2 of the LCP a logical channel could therefore exceed its MBR if sufficiently much data appears in the UE’s uplink queue. In such cases it may even starve other logical channels with lower scheduling priority. 
3.2.1 Enforcing MBR in the UE

It has been proposed in [3] and [4] to make the MBR value known to the UE’s Access Stratum and to enforce it in the LCP function. That would mean that in the above mentioned phase 2, the UE assigns radio resources in decreasing priority order up to their configured MBR. As explained above, this functionality should only have an effect if the traffic on a logical channel exceeds the configured MBR. 
We expect that UE implementations will implement different MBR enforcement and queuing strategies which will result in different user experience. Furthermore, some UEs may decide not to enforce the MBR at all. For those and for rate policing in general, the network (eNB) should anyway provide corresponding functionality. Obviously, there is a risk that functionality in the UE interferes with rate shaping/policing functionality in the network. We therefore think that UE based MBR enforcement does not guarantee uniform user experience and that it offers only limited operator control.
Proposal 3 Agree that a UE based MBR enforcement does not guarantee uniform user experience and that it offers only limited operator control.
3.2.2 Enforcing MBR in the eNodeB
As explained above, the eNB or at least the core network will provide functionality to monitor the instantaneous bitrate on each logical channel. Furthermore, it should limit the (average) throughput to the MBR or any other configurable limit. Like in the UE, various mechanisms exist to achieve this but any mechanism should at some point in time indicate congestion to the data source. This may be done with ECN or by packet dropping as explained in section 2.2. A significant benefit of a network based solution is that it applies to all UEs and that it can be adjusted to account for special application characteristics on certain bearers and it is under full operator control. 
In previous meetings concerns have been raised that that network based MBR enforcement would require dropping many packets that have already consumed radio resources. This view was probably triggered by the understanding that the data rate over the radio interface would exceed the shaping rate significantly. The following traces visualize a TCP based data transfer where a rate shaper in the eNB enforces a constant uplink bit rate of 5 MBit/s over the uplink S1 interface towards the receiver. The associated queue management algorithm drops packets in order to keep the queue size to a reasonable level. 
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Figure 1: A rate shaper in the eNB enforces an uplink S1 uplink rate of 5 MBit/s (red).
This limits implicitly the Uu uplink rate (blue)
The red curve in Figure 1shows how the rate shaper limits the uplink S1 throughput. The preceding hop (Uu) from the TCP sender in the UE to the eNB offers a much higher data rate and thereby represents the scenario that the LCP function in the UE gives highest priority to this flow and does not enforce MBR. It is important to note the actual data rate of this data transfer on the Uu uplink rate does not exceed the shaping rate of 5 MBit/s! This is due to the fact that TCP is ACK-clocked, i.e., the TCP sender in the UE sends one new packet per received TCP ACK. In other words, data arriving in the TCP receiver at 5 MBit/s triggers TCP ACKs being worth 5 MBit/s, i.e., the ACKs allow the TCP sender to continue sending at 5 MBit/s. 
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Figure 2: Queue size in the eNB (left) and TCP congestion window (right).
AQM informs the TCP sender about congestion by dropping packets (blue circles).

Figure 2 depicts the queue size in the eNB (right) caused by the uplink rate shaper. It can be seen that the queue size reflects the congestion window of the TCP sender (left), or more precisely, the queue holds the amount of data that exceeds the bandwidth-delay-product. 

As explained above, the rate shaper uses a queue with an associated queue management function. The circles in the right trace of Figure 2 show the packet drops by which the active queue management function indicates to the TCP sender that there is too much data in flight. It should be noted that only a few IP packets were dropped during this download of a 25 MByte file corresponding to a drop rate far below 1%. More details on TCP congestion control and on the required drop rates can be found in [1]. 

Based on this analysis it can be seen that the eNB will be able to trigger the TCP congestion control in order to limit the TCP traffic using GBR bearers to stay within the MBR limit. Hence no additional MBR enforcing is necessary in the UE even for this use case.

Proposal 4 Agree that the eNB can steer the data rate of TCP based uplink file transfers by means of packet dropping
 without degraded performance. Consequently, MBR enforcement in the UE is not needed for these services. 

It has been argued that a network based solution might not be able to limit the rate of a misbehaving application. Such an application may exceed the bearer’s MBR and starve applications on bearers with lower scheduling priority. We agree to this assessment but would like to point out that a user installing such an application will only affect the performance of its own other services. Furthermore, the misbehaving application would suffer from decreased performance if a rate policer in the network drops data exceeding the MBR. 

It should also be noted that even MBR enforcement in the UE would not protect services mapped to the same bearer as the misbehaving application. 
We therefore think that the network must provide functionality to detect and police misbehaving applications. This functionality cannot be left to UE implementation. This is in accordance with Proposal 2 above.

From the discussion in this section we conclude that the UE does not need to enforce the MBR. Consequently it is not necessary to make the UE’s MAC layer aware of the MBR value.
Proposal 5 Agree that the UE’s MAC layer does not need to be made aware of the MBR value. 

4 Conclusion

Based the analysis in section 3 and in line with the assessment performed by SA2 in [6], we propose the following:
Proposal 1
Agree that (well behaving) VoIP and Video services supporting Application-/Service Layer Rate Adaptation do not require MBR enforcement.
Proposal 2
Agree that policing of misbehaving applications cannot be left to UE implementation and must be done in the network.
Proposal 3
Agree that a UE based MBR enforcement does not guarantee uniform user experience and that it offers only limited operator control.
Proposal 4
Agree that the eNB can steer the data rate of TCP based uplink file transfers by means of packet dropping without degraded performance. Consequently, MBR enforcement in the UE is not needed for these services.
Proposal 5
Agree that the UE’s MAC layer does not need to be made aware of the MBR value.
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� ECN capable transport is indicated by setting the ECN-CT bit in the IP header.


� Each Radio Bearer is mapped to one Logical Channel.


� or by ECN marking is supported
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