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Abstract of the contribution: This contribution discusses approaches which can be taken when deciding on the CN overload control methods and mechanisms. The existing solutions are briefly analysed indicating whether they can be applied to all UEs, low priority UEs or MTC devices. Some deficiencies in the existing system are also identified. 
1 Introduction
At the SA#49 Plenary Meeting a new study item addressing CN overload was approved. Some work has already been undertaken to address the overload condition and handling of MTC devices and/or low priority UEs. This contribution provides an initial analysis of some congestion triggers, their effects on the EPC entities, existing overload/congestion control mechanisms, their applicability, system deficiencies and possible approaches in the design of the CN overload control mechanisms.    
2 Discussion

In general the Core Network may become overloaded due to triggers coming from the E-UTRAN/UTRAN, external PDNs or internal faults in the system. The latter case is covered in [1] - the C4 study on EPC nodes restoration (FS_EPCNR).  Among methods which address overload control, two main subcategories can be distinguished: 

1. Reactive methods which respond to the overload condition in the system (applicable to all UEs) being effectively congestion/overload management techniques while the system is overloaded/congested.
2. Pro-active methods which effectively control the sources of overload based on a priori knowledge about the traffic or/and current system utilisation, being effectively congestion/overload avoidance mechanisms (a priori knowledge can be applied for UEs which are predictable e.g. some classes of MTC devices). 
Reactive methods are generic in nature and can be applied to all overload/congestion scenarios whereas pro-active methods require identification of scenarios which may lead to the overload condition in the system.
The HLR overload scenario described in [2] was caused by the UTRAN which triggered many UEs to invoke multiple simultaneous registration attempts. A similar scenario might also be applicable to the EPS where the common trigger might cause a surge in demand for the services of the HSS.  At SA2#80 overload/congestion control mechanisms under the NIMTC work item were approved some of which can be applied to all UEs. The existing overload control mechanisms are presented in Table 1 however they might not be adequate in some scenarios.   
Table 1 : Overload/congestion control mechanisms
	Triggers
	State (overloaded node)
	Existing Solutions
	Applicability
(MTC Device/

Low Priority/
All UE)

	NAS signalling
	MME/SGSN
	NAS back off timers
	All

	NAS signalling triggering AAA requests
	HSS/HLR
	No solution
	N/A

	HSS/HLR overload
	HSS/HLR
	No solution
	N/A

	NAS signalling triggering PDP Context activations, PDN Connection Requests/ Bearer Activations
	S-GW

PDN-GW
GGSN
	S-GW  requesting the MME or SGSN to apply NAS back off timers 
PDN-GW requesting the MME to reject and optionally apply NAS back-off timers
PDN-GW/GGSN requesting the SGSN to reject and optionally apply NAS back-off timers
	All
All

All

	PDN-GW overload
	PDN-GW
	No solution
	N/A

	MME overload
	MME
	S1-flex and load re-balancing(slow response), MME overload control(the S1 based solutions), NAS back off timer
	All

	DL data arriving at the S-GW
	S-GW
MME
	No solution
MME overload control by limiting the number of the Downlink Data Notification requests.
	N/A
Low Priority

	S-GW overload
	S-GW
	S1-flex and load re-balancing (slow response)
	All

	SGSN overload
	SGSN
	Iu-flex and load re-distribution (slow response)
	All


As can be seen in the Table 1 network entities which are affected are MME/S-GW/SGSN, GGSN/PDN-GW or HSS/HLR.  
Most of the aforementioned mechanisms allow differentiated treatment of UEs which signal a low priority indication or an MTC device providing the MTC indication. Some mechanisms are generally applicable to all UEs.  These measures protect the system either at the E-UTRAN or EPC boundary once the overload condition has been detected.  However, the intra-EPC signalling is neither able to distinguish between different classes of devices nor able to prioritise signalling between devices coming from the same class. Hence the internal EPC nodes can not apply the overload control measures selectively.
It is suggested to consider the following when designing the overload control mechanism:
· Overload detection

· based on some metrics which will most likely be left to the implementation 
· Overload Notifications

· Overload notifications and their scope 
· Local  or global i.e. either affected nodes respond to the overload or the system enters the overload control mode   

· The overload notification is for  all devices, per class of devices or per device in the class
· The layer which generates notifications 
· The transport layer e.g. IP
· The higher protocol layers e.g. the Diameter Applications, GTP-C 

· Which node takes a corrective action
· The node which detects the overload condition

· Remote nodes based on the notification received from the node which is overloaded.

· Both
· All nodes in the system
· The corrective actions

· Selectively throttling the sources of the overload

· Discarding the traffic/signalling in a co-ordinated manner by the congested node
· Pre-emption/De-motion
· Controlling the source of overload (e.g. by delaying/randomisation means) 

· Load balancing
 (responsive)
· The scope of the corrective action in the EPS
· Local (affected nodes i.e. nodes which are overloaded or/and generate overload)
· Global (all nodes constituting the system) 

· The set of UEs that are affected by the corrective action
· All UEs

· All UEs belonging to a class

· Specific UEs in a class
Some building blocks of the overload control mechanism are already defined e.g. the MTC indication, low priority indication, a NAS back off mechanism. They facilitate the overload control at the edge of the system being triggered by overloaded nodes (i.e. MME/SGSN, S-GW/GGSN/PDN-GW). However there is not any mechanism to signal on the internal interfaces a class of devices or any protocol support on these interfaces for overload control mechanisms e.g. time controlled operations or back-off timers applied either selectively per UE or collectively to all UEs meeting certain criteria. Protocols such as GTP-C and specific Diameter Applications, could not just signal overload but also provide further parameters assisting in the overload/congestion control to vary with the current system utilisation. Alternatively implicit actions can be defined based on the received notifications. Detailed solutions depend on agreements on generic features that need to be supported by the overload control mechanism as outlined above.     
There are two main avenues that could be used to approach the overload control topic:

· All threats and potential overload/congestion scenarios needs to be identified and assessed in order to devise countermeasures. 

· A generic overload/congestion control mechanism is designed which is future-proof as far as it is possible.

If the former avenue were followed it might be challenging to identify all triggers and scenarios which may lead to the overload condition in the system. For this reason it would be preferable to target generic overload control mechanisms.  However the identified scenarios from the former approach may still prove useful to validate the generic overload control mechanisms. 
3 Proposal

It is proposed to discuss the following:

· Should reactive versus pro-active or both reactive and pro-active overload control methods be considered?
· What generic assumptions can be made when designing overload control mechanisms (see section 2 above)?
· Should the overload control solutions be scenario driven or generic in their nature? Should we use the identified scenarios for validating the generic solutions?
4 References
[1]
CP-100473 “Study on EPC Nodes Restoration” 3GPP Rel-11study item 
[2]  
SP-100651 “Core Network Overload Solution”, 3GPP Rel-11 study item, 3GPP SA plenary meeting #49, San Antonio, USA, Sept 14-17, 2010, SP-100651
� As a result, the load balancing function in the core would be required to be facilitated either by a new protocol or existing protocols enhanced to support this functionality� (the self optimising network (SON) like feature).








3GPP

SA WG2 TD


