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Discussion

The following changes are proposed regarding the solution described in 6.28.    
· 6.28.2: Removed use of randomly selecting eNB’s of a MME pool area to send an OVERLOAD START message due to concerns randomness of selection would largely prevent MTC ACB from being invoked.

· 6.28.2: Made it more consistent through clause that CN triggered ACB is only broadcasted when all MMEs/SGSNs of a pool area have invoked the same MTC overload action type/group.
· 6.28.2: Removed editor’s note that was approved to be removed as output of SA2#79E (S2-103210)

· 7.1c: Made it explicit that ‘fine grained’ MTC ACB shall not be implemented in Rel-10
· 7.1c: Fixed reference to ACB solution from 6.28.4 to 6.28 in general

Proposal

It is proposed to add the below text in 3GPP TR 23.888.
* * * First Change * * * *

Solution – Access Control by RAN
6.28.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control”, more specifically congestion control and overload control and clause 5.14, “Key Issue – Potential overload issues caused by Roaming MTC devices.”
6.28.2
General

To avoid and handle the overload situations caused by MTC Devices, the MME/SGSN can send OVERLOAD START message to the RAN node, O+M action can be directed to the RAN node, and/or internal congestion alarm in RAN node can trigger the broadcasting of access control for MTC Devices to avoid further access to the network. The OVERLOAD START message, O+M action and internal congestion alarm in the RAN can include specific MTC Access Class Barring (ACB) overload actions as follows:

· Coarse-grained access control for MTC Devices with “Low-Priority-Access”.  MME/SGSN, O+M action and/or internal RAN congestion alarm will request MTC access control with indication of “Low-Priority-Access”.  When all MMEs/SGSNs of a pool area have requested MTC access control with “Low-Priority-Access” indication, RAN will broadcast “access barring for MTC Devices with Low-Priority-Access” in system information.
· Fine-grained access control for MTC Devices with specific group. MME/SGSN O+M action and/or internal RAN congestion alarm will provide group related access control information, (e.g. an MTC Group or specific APN,) to RAN node. When all MMEs/SGSNs of a pool area have requested MTC access control for a specific group, RAN node will broadcast “access barring for MTC Devices with specific group” in the system information; or

· Coarse-grained access control for MTC Devices with specific "PLMN type". MME/SGSN, O+M action and/or internal RAN congestion alarm will provide PLMN type related control information, i.e. “MTC Devices that are not on their HPLMN or a PLMN in the (U)SIM’s preferred PLMNs list”, “MTC Devices that are not on their HPLMN or an equivalent HPLMN”, “MTC Devices that are not on their HPLMN” and “all MTC Devices”, to RAN node and/or RAN will determine from internal. When all MMEs/SGSNs of a pool area have requested MTC access control for a specific “PLMN type”, RAN node will broadcast “access barring for MTC Devices with specific PLMN type” in the system information.
MTC access control with different granularities could be triggered by signalling thresholds in the RAN, SGSN/MME and/or GGSN/PGW. In the case of the GGSN/PGW, the GGSN/PGW informs the SGSN/MME when a congestion threshold is exceeded. P-GW/GGSN can reject the connection request for a particular MTC group, e.g. a specific APN, when the congestion control policy is trigged, and indicates a delay value to the MME/SGSN in the reject message. The delay value is set by P-GW/GGSN for the requested MTC group. By receiving the reject message, MME/SGSN can reject the connection request described under “6.22 Solution – Rejecting connection requests by the SGSN/MME” for the corresponding MTC group until the delay value expires, and the MME/SGSN can also be triggered to provide the congestion indication to RAN nodes.
NOTE:
This functionality is supported for both PMIP and GTP based S5/S8. 
Editor’s note: It is FFS if and how access control for MTC Devices with specific groups can be triggered by signalling thresholds in the RAN.

When a SGSN/MME needs to trigger a MTC access control due to the MME/SGSN’s load situation or the congestion indication received from P-GW/GGSN, the SGSN/MME sends the specific OVERLOAD START message to the RANs (eNodeBs/RNCs/BSCs) specifically for MTC Devices, i.e. OVERLOAD START message with an indication of the type (i.e. “Low-Priority-Access” or one of the “PLMN type” options) or group (e.g. MTC Group Identifier) of MTC access to be barred and any load status information.
This mechanism is similar to the general MME overload control procedure specified in TS 23.401 [5]However, for Access Class Barring (ACB) operations, the MME should send an OVERLOAD START message to all the eNodeBs/RNCs/BSCs with which the SGSN/MME has an S1/Iu/Gb interface connection (so that it is probable that all MMEs within a pool area experiencing the same overload situation can trigger broadcasting of the Access Class Barring action).  Alternatively, the set of eNodeB’s/RNCs/BSCs to send an OVERLOAD START message may be limited to a subset of the eNodeBs/RNCs/BSCs with which the SGSN/MME has an interface connection (e.g. particular location area or where MTC devices of the targeted type are registered).
The RAN uses the information from the SGSN/MME in the OVERLOAD START message, from the O+M action or from the internal RAN congestion alarm to determine if and when to broadcast the corresponding MTC ACB information in the system information to the UEs. Any barring factor and/or barring time or functional equivalent included in the barring information will be derived internally by RAN (similar to general ACB) but should take into consideration any load status information provided by the SGSN/MME or input from the O+M action. The RAN uses the information from the SGSN/MME in the OVERLOAD STOP message, from the O+M action, or from internal RAN congestion alarms to determine if and when to stop broadcasting the corresponding MTC ACB information in the system information to the UEs. The RAN should not have to wait for indication from or be prevented by SGSN/MME from starting or stopping the broadcast of a particular MTC ACB action.

NOTE:
OVERLOAD START/STOP messages from SGSNs/MMEs to RAN are considered amongst other inputs that can influence the decisions RAN ultimately makes in management of MTC access barring.

When using pooling of CN nodes, the RAN shall only broadcast a SGSN/MME-triggered MTC overload action when all connected MMEs/SGSNs from the same pool area have enabled the MTC overload action. When only a subset have triggered the MTC overload action, the RAN shall instead reject RRC connection requests, as described in clause 6.26, for specific access to a barring SGSN/MME from a MTC Device type or group that the SGSN/MME is barring. An O+M or internally RAN-triggered MTC overload action can be broadcasted regardless of the set of SGSNs/MMEs that have enabled the same MTC overload action.
The MTC Device which is going to access the network will receive the broadcasted system information for MTC access barring and uses this information to determine whether this access is barred or not. If so the corresponding MTC Devices will delay the access to the network. Subsequent initial access attempts to the network will be randomized by each MTC Device using the last barring time or equivalent value(s) provided by the RAN.
Editor’s note: Broadcasting access control barring information in a large area, e.g. whole PLMN, caused by GGSN/PGW congestion should be avoided.
A MTC Device priority (i.e. “low” or “normal”) shall be configured in a MTC Device in order to determine when “Low-Priority-Access” is barred by the network,
Editor’s note: It is FFS how to configure the MTC access priority in the MTC Device, e.g. SIM OTA or OMA DM. 

Editor’s note: It is FFS how MTC Device priority will be applied to all applications on the device for Rel-10. 

The operator may configure in a MTC Device (using OMA DM) a penalty level to be applied (i.e. weighted) to the received barring factor and/or barring time or equivalent when MTC Low-Priority-Access is barred by all MTC Devices,
NOTE:
When using a penalty level, computed barring values should not be less than originally ordered by RAN in order to prevent an MTC Device from gaining an advantage in access.
* * * Next Change * * * *

7
Conclusions

Editor's Note:
This section is intended to list conclusions that have been agreed during the course of the work item activities.
7.1
Interim conclusions for release 10 specification work

This clause contains the agreed conclusions corresponding to Key Issue 5.12 and 5.14. 3GPP Release 10 specifications should be developed in the following areas:

a) the UE behaviour changes outlined in bullets a, b, c, d, and e in clause 6.33;

b) the M2M device indicators outlined in bullets a, b,and c in clause 6.34 (some of which are also mentioned in clauses 6.20, 6.23 and 6.26;

c) the non HPLMN (PLMN type) and Low-Priority-device style access class barring functionality outlined in clauses 5.12, 5.14 and 6.28;
Note: Updates to SA1 specifications such as TS 22.011 may be needed.

'Course grained' (i.e. "Low-Priority-Access" and "PLMN type") MTC access barring triggered via O+M into the RAN, internal RAN functionality, and by signalling from the Core Network is expected to be included in Rel-10. Other options for broadcasting of MTC access barring by RAN (e.g. based on the APN or MTC Group) are not to be implemented in Rel-10 but can  be considered for Rel-11. 

d) the use of RR(C) connection reject messages with extended Wait Times outlined in clauses 6.23 and 6.26; 

e) the use of M2M device specific (long) periodic update timers in MM, GMM and EMM signalling, including signalling from HSS to MSC/SGSN/MME (see clause 6.20);

f) in combination with the use of long, MTC specific PTU/PRU/PLU timers, the specification of signalling that permits the operator to command M2M devices to use Network Mode Of Operation I while keeping existing mobiles in Network Mode of Operation II (see clauses 5.14 and 6.20); 

g) the specification of MM/GMM/EMM functionality that can limit load on CN entities of all local PLMNs (e.g. by the transmission of an RA Update ACCEPT message with PRU timer of 20 minutes rather than an RA Update Reject message);

h) the use of NAS-level back-off timer per APN to reject Attach and connectivity establishment requests as outlined in 6.22;

i) The use of connectivity establishment request rejection at MME/SGSN and PGW/GGSN as outlined in 6.22.
j) The use of the MME/SGSN overload control by DL MTC traffic throttling such as described in sect 6.30;

k) ///list to be completed. ///

7.2
Later Conclusions

Editor’s note: text to be added.
* * * End of Change * * * *
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