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Introduction
The last meeting concluded that further work on LIPA will be based on solution 1 variant 1 (S5 based alternative), which has an FFS on how paging is performed. The description mentions an optimization where a dummy packet is sent by the L-GW to trigger paging instead of the first downlink packet as per current specifications. We analyze the potential drawbacks and advantages of that optimization in order to resolve this FFS item. We start by the concerns raised by the proposal, followed by the advantages that might motivate the optimization. 

Concerns with dummy packet optimization
Difficulty to add mobility support

Even though mobility to the macro network is not a strict requirement currently, it is expected that such mobility may be necessary to support at some point. This is especially true since the solution proposed based on the S5 variant has “built-in” mobility capability, i.e. there is no need to add extra functions for mobility support. 
But as the signalling diagram below illustrates, the dummy packet optimization is problematic for the case when the UE moves from the old HeNB to a new macro eNB in idle mode. In that case the paging procedure using the dummy packet results in triggering the paging procedure at the MME, which involves sending the paging message at least to the new eNodeB where the UE is currently located in step 5. The old HeNodeB may or may not receive a Paging message, depending on whether the old HeNodeB is covered by the UE’s current TA list. Successful paging results in the UE triggered service request via the new eNodeB in step 6. That causes the dummy to be delivered to the UE in step 7a, with the real downlink data still being buffered in the L-GW. The data path is ready at this point for the buffered downlink packet to be delivered as shown in step 7b, but it is unclear what is the trigger condition for the L-GW to deliver the downlink data towards the SGW. There is no messaging via the L-GW to base the trigger on. 
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One could consider defining some special message to be defined for this purpose towards the L-GW, but that goes against the assumed simplicity and low core network impact of the solution. (If we need special messaging, that may as well replace the dummy packet optimization itself.) 
This problem may cause the optimization to be applicable to only a restricted scenario without mobility support, and lose its applicability as soon as mobility support becomes required. 

Risk of negative side effects of dummy packets

Even if the dummy packet optimization suggests that the dummy packet is removed at the H(e)NodeB, there may be situations when the dummy packet still reaches the terminal. Such a situation may be when the UE moves to a macro eNodeB, or when the UE moves to a non-supporting H(e)NB without the “dummy packet removal” function. So the dummy packet must be defined in such a way that it will not cause any negative side effects even if it should reach a UE. 
How can we define such a dummy packet bit pattern which is guaranteed not to cause any negative side effects in any configuration, for any type of terminals including legacy terminals? There seems to be a risk that this is difficult to guarantee in full generality. Even if there is a bit pattern that in theory should cause no disruption to terminals, legacy terminals would not be tested against this function and hence there may be a risk for negative side effects. Should such a negative side affect arise, it is difficult to know who is responsible for the potential inconvenience that this may cause. 

Similar questions arise for the function to remove the dummy packet bit pattern: how can we guarantee that the removal of packets with a certain bit pattern will never cause any disruption due to incorrectly classifying a packet for removal when it should not be removed? The dummy packet removal function must be working in any deployment, with any type of terminal including legacy terminals. 
Extra complexity

Overall, the dummy packet optimization requires a new function in the L-GW to generate dummy packets as well as do buffering, and a function in the H(e)NB to remove dummy packets, and in that way deviate from currently standardized procedures. This adds to the complexity of the solution without a justified gain. 
Claimed motivations for the dummy packet optimization

Privacy concerns
It has been mentioned that the dummy packets help avoid an initial downlink packet going via the operator core network, and in that way avoid the user’s privacy concerns associated with having the mobile operator access packets that it would otherwise not see. Note however that the S5 based LIPA solution would anyway, independent of the dummy packet optimization, allow the mobile operator to do the following. 
· Inject fake uplink packets into the local network over S5

· Inject fake downlink packets towards the terminal over S1

· Switch off the “shortcut” feature in the H(e)NB (by O&M or by sending the wrong correlation key to the H(e)NB) and hence get access to all of the traffic or modify it. 

Therefore S5 based LIPA solution is only applicable for users that trust the operator independent of the dummy packet optimization. Even independent of the solution itself, users typically acquire H(e)NBs from the mobile operator’s sales channels and hence their use in general requires trust towards the operator. 
For these reasons, we think that the dummy packet optimization does not significantly improve the end user’s privacy. 

Reordering

Without the dummy packet optimization, the first downlink packet takes a longer path, and in theory that may cause packet reordering at the terminal. 
However, this is not expected to be typical for the following reason. The paging process itself takes some time (typically several hundred milliseconds), and all downlink packets are buffered at the SGW while the paging process takes place. Applications typically require an uplink feedback from the terminal before subsequent downlink data is sent; the amount of downlink data transmitted before receiving uplink feedback is usually limited to one or a few packets. Such an uplink feedback may be a TCP ACK for TCP applications, or other types of application dependent uplink feedback for UDP applications. Due to the required uplink feedback after the initial downlink data, all initial downlink data is buffered at the SGW and does not mix with subsequent downlink data which is only sent after the SGW buffer is emptied and the terminal has provided some uplink feedback. This means that the longer path of the first downlink packet translates into a small extra delay which is not expected to cause any problems, but reordering would not typically occur. Only very exceptional application traffic patterns would lead to reordering, but applications that require a strict packet reordering would anyway perform reordering on their own. 
For this reason reordering is not expected to be an issue, and it is not seen as a motivation to introduce the dummy packet optimization feature. 

Summary and proposal
The paper has raised several concerns with dummy packet optimization proposal:
· Concern#1: UE moves to eNB when idle. The optimization would prevent mobility to macro eNB, and a solution to this issue appears too complex. 

· Concern#2: Risk of negative side effects of dummy packets. It is difficult to guarantee that a dummy bit pattern (or the removal of that bit pattern) will never cause negative side effects at any terminal (including legacy ones) in any deployment. 

· Concern#3: Extra complexity. Optimization requires special implementation deviating from existing mechanisms, while the gain appears limited. 

The claimed motivations for dummy packets have been addressed as follows. 
· Issue#1: Privacy. Dummy packets do not significantly improve privacy, because solution anyway requires a trust relationship with the operator as the operator could look at the data, modify it or inject fake data even when dummy packets are not used. 

· Issue#2: Reordering. This will not typically take place, because subsequent downlink traffic is preceded by uplink data.
Based on the analysis above, we recommend that the first data packet is sent to trigger paging according to existing paging mechanism.

The changes below are proposed to TR 23.829 to capture the conclusion. 
------------------------------ FIRST CHANGE ------------------------------------------

5.2.3
Architecture variants

5.2.3.1
Architecture variant 1 for LIPA

5.2.3.1.1
General
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Figure 5.2.3.1.1.1: LIPA solution for HeNB using local PDN connection

The salient features of the architecture in Figure 5.2.3.1.1.1 are the following:

-
a Local PDN Gateway (L-GW) function is collocated with the HeNB;

-
the MME and SGW are located in the EPC;

-
a Security Gateway (SeGW) node is located at the edge of the operator's core network; its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

-
a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

-
for completeness also depicted is an external PDN Gateway (PGW) located in the operator's core network. It is used for access to the operator services;

-
Paging of Idle mode UEs is triggered by sending the first downlink user packet on S5. All downlink user packets) are buffered in the SGW during paging. The Paging procedure is the same as in TS 23.401 [6]; when UE enters Connected mode, the packet(s) buffered in SGW are forwarded on S1-U. 

-
For mapping of the E-RAB IDs in the HeNB with the EPS Bearer IDs in the L-GW, the S5 PGW TEID (user plane) parameter is used as correlation information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc. (refer to the call flows for illustration of messages carrying this parameter);

-
with S5-PMIP the S5 PGW GRE parameter is used as correlation information;

Editor's note:
support for S5-PMIP is FFS.

-
S5 may be tunnelled in the same IPsec tunnel as S1-MME and S1-U or in a separate IPsec tunnel (depicted in Figure 5.2.3.1.1.1 is the case with one common IPsec tunnel);

-
IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME in UE-associated signalling messages. The MME uses the information from the H(e)NB to override the normal L-GW selection algorithm, etc.

Editor's note:
alternatively, the L-GW selection is performed with enhancements to the DNS mechanism. It is FFS how this can be achieved and then, which of the two alternatives for L-GW selection should be preferred. This editor's note also applies to other text occurrences referring to L-GW selection.

Depicted in Figure 5.2.3.1.1.2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure 5.2.3.1.1.2: The equivalent LIPA solution for HNB using local PDN connection

The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure 5.2.3.1.1.1:

-
HeNB and MME replaced by HNB and SGSN, respectively;

-
Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

-
S11 replaced by S4.

The candidate protocol messages for this architecture are the following:

-
The "Optimal Routing" information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

-
On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

-
On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP).

----------------------------- SECOND CHANGE ------------------------------

5.2.3.1.6
Network Triggered Service Request procedure
Network triggered service request procedure is performed according to existing specification as described in TS 23.401 [6] clause 5.3.4.3. 
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