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Abstract of the contribution: This contribution discusses the pros and cons of RAN-based solution vs DNS-based solution for standalone L-GW scenario, which is mainly considered for enterprise use case. It proposes to agree on a DNS-based solution for this scenario as a way forward for Release 11.
1 Introduction

In Section 6.1 of TR 23.829 [1], two solutions are described for LIPA L-GW discovery: 

(a)
DNS based selection where the MME/SGSN performs a DNS lookup; or 

(b)
RAN based selection where the RAN node provides the L-GW IP address.
A separate contribution discusses the way forward for LGW selection in Rel-10 with collocated L-GW scenario, proposing the RAN-based solution. This contribution is proposing the way forward for standalone L-GW scenario, which is mainly considered for enterprise use case, planned for Rel-11.

2 Discussion

To select the solution which is the most appropriate, it would be satisfactory to have the same solution for co-located and standalone cases, however it is important to consider following aspects:

1) The RAN-based solution was deemed more approriate in the L-GW collocated case for a number of reasons such as:

· Collocated L-GW scenario is mainly for the residential use case where it is important to optimize the signalling with regards to the MME/SGSN because it concerns millions H(e)NBs. DNS-based solution leads to more signalling, especially in MME/SGSN/H(e)NB-GW failure/recovery;
· Collocated L-GW scenario was planned for Rel-10 with thight time schedule and DNS-based solution requires more specification work and impacts more nodes;

· Deployment is more complicated for the operators with DNS-based solution than with RAN-based solution. 

2) In the enterprise standalone L-GW scenario, one can foresee additional requirements and constraints, such as:

· presence of several LANs in the enterprise accessible from any H(e)NB cell, the UE/user being able to select the LAN it wants to access e.g. based on the usage;

· support of load sharing & network redundancy between L-GWs that access a given LAN;

· possibility for legacy UEs to select a specific LAN, therefore via APN;

Configuration aspects
In the L-GW standalone case, the DNS based solution is superior to the RAN based solution:

· Manual and decentralized configuration of GW addresses is required in each H(e)NB (multiple points) in the case of RAN based solution, 
· Centralized configuration at the H(e)NB-GW or no configuration if DynDNS in the case of DNS based solution. 
L-GW IP addresses aspects in S5-based solution

Each standalone L-GW is connected to the H(e)NB-GW via an IPsec tunnel. In S5-based solution, the IP address required by the MME/SGSN is the L-GW inner IP address, while the IP address required by the H(e)NB is the L-GW outer IP address. The inner IP address belongs to Mobile Network domain and is normally allocated dynamically by the SeGW. The outer IP address belongs to the local LAN domain and is not needed by the MME/SGSN. 
Therefore, in the RAN-based solution, it is questionable how the L-GW inner IP address can be configured in the H(e)NB to be provided to the MME/SGSN. 

Plurality of L-GWs: network redundancy and loadsharing

Even if it is possible in RAN based solution for the H(e)NBs to provide the MME/SGSN with several L-GW IP addresses in order for the MME/SGSN to perform loadsharing, it would be difficult to provide L-GW network redundancy without retries from the RAN because the MME cannot be aware of the L-GW(s) availability. And providing only addresses of available L-GWs would imply sigtnalling between H(e)NB and L-GWs. 

Supporting L-GW network redundancy would also require even heavier configuration than discussed above.  
On the opposite, network redundancy is a built-in feature with DNS based solution as the DNS Server can be aware of the L-GW(s) availability easily at least in dynDNS case. Moreover, the configuration is minimized: there is no need to configure the H(e)NBs with L-GW IP addresses as they are provided automatically to the H(e)NB-GW by the L-GW themselves.
Plurality of L-GWs: L-GW selection based on usage type (APN)
The use of APN in the UE-initiated PDN connection request is the only way to allow the enterprise to provide different LAN accesses to legacy UEs. This could be used to differentiate the services of the enterprise and even to allow several security levels (using per UE APN authorizations). 
The RAN based solution would require to replicate the configuration of L-GWs with IP address and APN in each H(e)NB (to be provided to the MME); this is complicated and a misconfiguration of one single H(e)NB would result in accessing to the wrong LAN. 
The DNS based solution already supports this and the configuration of a L-GW with an APN only impacts the corresponding L-GW(s). Being centralized, there are less misconfiguration risks.
3 Conclusion and proposal

The DNS based solution is superior to the RAN based solution in the standalone case (enterprise/campus) due to its flexibility to introduce new features such as the access to several LANs based on usage in the enterprise, due to its simplicity and less risky configuration and because of built-in L-GW network redundancy and load sharing mechanisms.

Therefore, it is proposed to agree on a DNS based solution for standalone case in Rel-11.
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