SA WG2 Temporary Document

Page 6

3GPP TSG SA WG2 Meeting #79
TD S2-102956
10 - 14 May, 2010, Kyoto, Japan

Source:
China Mobile, Huawei, ZTE
Title:
Clarification of LDF based Load Balancing
Document for:
Discussion and Approval

Agenda Item:
8.6.1 
Work Item / Release:
Rel-10
Abstract of the contribution: This paper focuses on discussing the interconnection between LDF and xCSCF and that between LDF and selectors, such as DNS. Several changes to TR 23.812 are proposed. 
Discussion
1. Propose LDF to be an independent functional entity
The function of LDF is to collect load information from each individual network node, make Load Balancing/Overload Control decision/policy, and then send policy parameters to network nodes. In order to utilize load information derived from various types of network entities and then make a synthesized decision, it would better be a centralized entity. As discussed in S2-101188 at SA2#78, beside a distributed manner, there are still at least three ways for LDF to exist in a practical network. However, whether it should be with DNS or with OAM is quite an implementation problem which is out of the scope of SA2. To make the solution flexible, LDF should be a logically independent entity. 
2. About the Load Balancing and Overload Control policy

Normally a network re-configuration shall be pre-tested before it is really applied in the network. An automatic re-configuration of the network may lead to unwished network behavior. Therefore, if a purely dynamic Load Balancing may risk network collapse, LDF is proposed to trigger a proper network re-configuration, e.g. with a certain pre-tested configuration. However, the selection of the policy itself is a deployment problem and out of the scope of SA2. 
3. Update LDF architecture

[image: image1]
The existing arthitecture only depicts the usage of LDF in a DNS-drived IMS network. Actually, if the IP address of P-CSCF/S-CSCF is not obtained through domain name resolution, LDF can also be used to handle Load Balancing or Overload Control by dynamically configuring IP-CAN/I-CSCF. So the architecture is updated as above. 

· The LDF monitors the load of IMS entities via the Lm reference point. 
· The LDF downloads the load banalce decision/policy to DNS via the Ln reference point. If DNS is not enabled for selection of IMS entities in practice, Ln reference point is used to transfer configuration parameters to I-CSCF for S-CSCF selection and to IP-CAN for P-CSCF selection. The Ln reference point can also be used to inform IMS entities, such as P-CSCFs and S-CSCFs, their backup entities for Overload Control.
4. Utilize OAM to minimize practical impacts on functional entities in an interim period

[image: image2]
In order to minimize impact on the existing network as much as possible, as an interim solution OMC (OAM) can play a relay role like illustrated above. This is because: 
1) OMC (Operation & Maintenance Center) has already had functionality to collect load information of individual network nodes. 

2) OMC has interfaces with almost all the network entities, e.g. xCSCFs, DNS, even IP-CAN nodes. It is easy for LDF to collect load information of almost all the network entities from OMC. 

3) OMC also supports collecting real-time data from network entities, which meets the real-time reporting requirement of LDF.
4) It is proposed to let Lm (between LDF and OMC, or between LDF and P/S-CSCF in the targeted architecture) be the same as the existing interface used to report load information from P/S-CSCF to OMC. Similar proposals are made for the Ln interface. Thus, the targeted architecture can be reached from the interim one smoothly in the future. 
5. The detailed information required by LDF

The following listed parameters can reflect the instant and peak load and usage of resources. The creation and transmission of them can be easily supported by most existing equipments. So they are proposed to be used as load information to LDF. 
	Data Type 
	Date name
	Data description

	CPU
	CPU usage
	CPU current average usage (%)

	
	CPU peak usage 
	CPU peak usage  (%)

	Memory
	Used Memory 
	Used Memory (MB)

	
	Total Memory 
	Total Memory (MB)

	
	Peak memory usage 
	Memory usage (%)

	System Load 
	Concurrent session number
	Concurrent sessions number

	
	Peak concurrent session number
	Peak concurrent session number

	
	Concurrent registerations
	Concurrent Registrations

	
	Peak Concurrent Registrations
	Peak Concurrent Registrations

	
	MESSAGE received number
	MESSAGE received number


Proposal

It is proposed to approve the following changes to TR 23.812.
Change #1

5.2
Architecture alternatives based on Load Detection Function
5.2.1
Load Detection Function (LDF)
5.2.1.1 General
In order to perform overload detection and resolution and/or Load Balancing between P-CSCFs or S-CSCFs, a new function called the Load Detection Function (LDF) is proposed to monitor and store the load information of all P-CSCFs and S-CSCFs (e.g., CPU and Memory Usage, currently supported number of users, or service related factors) and execute policies based on that to, e.g., select P/S-CSCFs. 
The functions of the LDF include:
· Monitor and store the load information of network entities( e.g., P-CSCF, S-CSCF) in an operator’s domain;
NOTE: Periodic monitoring can be used by the LDF to obtain load information of network entities; this is particularly applicable when the LDF is used for Load Balancing. A threshold crossing indication mechanism can be used by the LDF to obtain load information of P/S-CSCFs, for example, when their load exceeds a pre-defined threshold. This is particularly applicable when the LDF is only used for Overload Control.
· Make Load Balancing or Overload Control decision/policy such as triggering a proper network re-configuration with a certain pre-tested configuration or performing a purely dynamic Load Balancing algorithm; 

· Download the load balance decision/policy to related network entities (e.g., IP-CAN related entities, I-CSCF, or DNS) to execute.
· 
· 
Editor’s note: Whether LDF is used to perform Overload Control is dependent on the assessment of all Overload Control alternatives.
5.2.1.2
Alternative 1 for LDF architecture
The figure below illustrates a possible solution of reference points of the LDF. 

· The LDF monitors the load of IMS entities via the Lm reference point. The load information required by LDF can be as stated in Annex X. 

· The LDF downloads the load banalce decision/policy to DNS via the Ln reference point, and DNS UPDATE mechanism defined in RFC 2136 can be reused to implement this functionality (Refer to Annex A). If DNS is not enabled for selection of IMS entities in practice, Ln reference point is used to transfer configuration parameters to I-CSCF for S-CSCF selection and to IP-CAN for P-CSCF selection. The Ln reference point can also be used to inform IMS entities, such as P-CSCFs and S-CSCFs, their backup entities for Overload Control. 



[image: image4]
Fig 5.2-1 LDF Interfaces
5.2.1.3
Alternative 2 for LDF architecture
The interconnection between LDF and other Load Balancing/Overload Control involved entities can be through OAM as shown below. 

[image: image5]
Fig 5.2-2 LDF Interfaces
NOTE: Considerations need to be made for the redundancy and reliability mechanisms for the LDF to ensure the availability of the LDF. .
Periodic monitoring of a CSCF's load induces an additional workload on this CSCF. Monitoring shall be designed in such a way that such added workload is negligible compared to the workload caused by normal operations of the CSCF such as SIP routing.
Editor's Note: The network management related issues should be transferred to SA5 for discussion. The relation between the LDF based Load Balancing mechanism and the existing network management system is for future study. 




	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



End of changes
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