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 This contribution clarifies how SIPTO offload can be performed with finer granularity. Resubmission of S2-101362.
1. 
Introduction

Annex A of 23.829 asks the following questions:

There are different views on the following aspects when determining SIPTO handling. This section documents different aspects on these issues in an attempt to clarify the issues.

-
At what granularity shall SIPTO control be performed?

-
Where SIPTO routing policies shall be enforced?

-
How shall SIPTO routing policies be communicated/configured?

The present contribution addresses these three questions and proposes answers for Solution 1 i.e. the solution based on local PDN connection, where SIPTO may be performed via the LIPA connection (or, in SA1 parlance, “without traversing the operator’s network”). Other solutions (NAT-based, SIPTO for macro, etc) are outside of the scope of this contribution.
Instead of answering the three questions directly, we first propose an analogy with non-seamless WLAN offload, describe how these three questions are answered there, and conclude that the same responses can be extended to Solution 1 for LIPA and SIPTO.
Depicted in Figure 1 is a proposed analogy between non-seamless WLAN offload and SIPTO via local PDN connection (this was already presented in the past as S2-100404):
· Figure 1a describes how non-seamless WLAN offload works. Suppose the user is initially outside and has an established PDN connection (PDN1) that is used for both operator services (e.g. IMS) and Internet traffic. When the user returns home, the UE detects WLAN coverage (either automatically or when triggered manually by the user) and, based on operator policies and user preferences, re-routes Internet traffic via the WLAN interface;

· Figure 1b describes how the same effect can be achieved with femto cells and offload via a LIPA connection. Suppose the user is initially outside and has an established PDN connection (PDN1) that is used for both operator services (e.g. IMS) and Internet traffic. When the user returns home, the UE establishes a LIPA connection (PDN2; either automatically or when triggered manually by the user) and, based on operator policies and user preferences, re-routes Internet traffic via the LIPA connection.

In both cases the offloadable traffic (i.e. Internet traffic) is depicted with dashed lines.
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Figure 1: Comparison of non-seamless WLAN offload with SIPTO via LIPA

Non-seamless WLAN offload is currently being specified as part of the IFOM work item (TS°23.261; TR°23.861). To enable IP flow level control (including routing), new “inter system mobility policies” were defined in 23.861 (also in the process of introduction in 23.261) which operate on IP flow class basis. Such policies are commonly referred to as IP flow class policies.
According to 23.861, the IP flow class can be identified “either via the media type (e.g. audio) or the IMS Communication Service Identifier (e.g. MMTEL) for IMS applications or via the respective 5-tuple (IP source address, IP destination address, source port, destination port, protocol type) for any type of application. Any combination of these can also be possible. The 5-tuple can have also wildcard values in any of the possible fields”.
Given that the IP flow class policies define (among other things) how IP flows are routed over different radio accesses, it follows that the granularity for non-seamless WLAN offload is equal to the IP flow class itself.
The IP flow class policies for non-seamless WLAN offload are enforced in the UE and are configured either statically or via the ANDSF.
Given the striking similarity between non-seamless WLAN offload and SIPTO via LIPA in Figure 1, we see no reason why the same principles would not apply in the latter case. Namely:
· The offload granularity for SIPTO via a LIPA connection (Solution 1) is equal to the IP flow class;

· The SIPTO routing policies for offload via a LIPA connection are enforced in the UE;

· The SIPTO routing policies are configured statically in the terminal or may be communicated dynamically via the ANDSF.
It is obvious that offloading with finer SIPTO granularity requires adequate support in the terminal. Notably, the UE needs to be capable of discriminating IP flow classes and route them accordingly on the appropriate PDN connection i.e. a capability similar to the IFOM capability in Rel-10 terminals. For pre-Rel-10 UEs the offloading is performed with coarse granularity i.e. on per PDN connection basis (e.g. as described in Solution 5).
2. 
Proposal
It is proposed to agree a new subclause for inclusion in TR 23.829 as part of clause 5.2 “Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection”.

* * * First Change * * * *
5.2.x
SIPTO traffic granularity for Solution 1
For UEs having adequate support:

· The granularity for SIPTO offloading via a local PDN connection is equal to an IP flow class (for definition of IP flow class refer to TR°23.861);
· The SIPTO routing policies for offload via a LIPA connection are enforced in the UE;
· The SIPTO routing policies are configured statically in the UE or may be configured dynamically via the ANDSF.
NOTE 1: These three principles also apply for non-seamless WLAN offload (TR°23.861, TS°23.261, TS°23.402) where the offloadable traffic is routed via the terminal’s WLAN interface.
NOTE 2: In typical UE implementations today the applications are bound to a specific APN, either via static configuration or via manual selection when the application is started. This paradigm may need to evolve when finer traffic offloading granularity is introduced.
* * * End of Change * * * *
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