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 This contribution proposes solutions for MT communication with MTC devices based on tunnel mechanisms.
Introduction

Due to address space reasons and potentially also to limit the access towards MTC devices these devices may get private IPv4 addresses allocated. It is required that MTC servers can reach these devices via public Internet connectivity. This paper describes different network configuration, address allocation and PDP context handling approaches that allow MTC devices and servers using private IP addresses and using connectivity via public Internet.

6.x.1 Problem Solved / Gains Provided

See clause 5.6 “Key Issue – Low Mobility.”
See clause 5.2
“Key Issue – MTC Devices communicating with one or more MTC Servers”
See clause 5.3
“Key Issue – IPv4 Addressing”

Location based trigger – application/network requested PDP context activation, also for detached UEs.
6.x.2
General

Network configuration scenarios

The MTC application provider or a 3rd party providing MTC services could act as an MVNO, deploying own GGSNs and possibly also an HSS. The MTC devices are roaming in the visited network(s). And the GGSN is connected with the visited network via GTP, which can be via public Internet.
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Figure: MTC application provider or a 3rd party deploying own GGSNs
If the GGSN should be deployed at the MNO the private IP addresses can be tunnelled via public Internet. The concept of private address domains and dedicated APNs is supported by the GPRS standards for long. Off-the-shelf tunnelling mechanisms and GWs (e.g. L2TP or GRE) are used to link the two. Figure x shows such a scenario.
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Figure x: off-the-shelf tunnelling configuration
IP address allocation and PDP context handling configurations
The functionality already specified for the PS domain allows for different configurations:

1) IP addresses are allocated dynamically by the GGSN and the MTC server knows the device’s address from communications with the device. No extra database used. The MTC server can reach the device only after the device sent something to the server.
2) IP addresses are allocated dynamically by a database (Radius or Diameter server) and multiple MTC servers can query the user’s IP address from the database. The database can be allocated at MNO domain or at server domain. MTC servers can query the database to get the IP address, e.g. by indicating the MSISDN.
3) Configuration 2) can be extended by using Network Requested PDP Context activation in addition. The database is used by the MTC servers only. GGSN and database are configured with the same fixed IP address per UE. If the GGSN receives a packet for an IP address and no PDP context exists the GGSN initiates the network requested PDP context activation. This allows for UEs being attached only and PDP context activation is performed when needed by UE or MTC server.
Wit some extensions for the standard the existing capabilities may be further optimised for M2M usage:
4) Configuration 3) is enhanced by using a single database for GGSN and MTC servers, avoiding the need for separate and redundant configurations. To allow for network requested PDP context activation the GGSN queries the database for an IMSI when it receives a packet for an IP address that has no active PDP context.

5) Configuration 4) is enhanced to reach no or low mobility UEs that are not attached. To enable this, the GGSN sends network requested PDP context activation signalling including the IMSI and a paging area to the SGSN. The GGSN/database know the paging area from the subscription or store it from an earlier PDP context activation. IMSI paging already triggers re-attach in today’s PS error handling. The camping rules of the non detached UEs may need updates.
Comparison of IP address allocation and PDP context handling configurations
The configurations offer different capabilities for the applications and also different network configuration efforts as described in the table below.
	Approach
	Configuration efforts for Adr/ID relation in 
	Additional entities
	Additional interfaces
	Terminating traffic from multiple MTC servers
	Network requested PDP by mt packets

	1) Dynamic IP adr from GGSN
	-
	-
	-
	-
	-

	2) Dynamic IP adr from database
	-
	Database (Diameter, Radius)
	GGSN to database already defined, server to database (so far outside 3GPP)
	yes
	-

	3) Static IP adr configured in GGSN and database
	Consistent configuration in GGSN and database
	database
	server to database
	yes
	yes

	4) Static IP adr configured in database
	database
	Database (Diameter, Radius, …)
	GGSN to database gets extended, server to database (outside 3GPP)
	yes
	yes

	5) Static adr configured in database
	database
	Database (DNS, Radius, …)
	GGSN to database (Radius from GGSN already defined), server to database (outside 3GPP)
	yes
	Yes, in addition enhanced for not attached UEs


6.x.3
Impacts on existing nodes or functionality

The usage of already specified tunnelling approaches (configurations 1, 2, 3) does not bring any impacts on existing nodes or functionality.

With small enhancements of the GGSN – database interface (configuration 4) the already specified network requested PDP context activation can be used for MTC application together with configuration/maintenance of only a single database for IPv4 addresses and other identifiers. Basically the GGSN (P-GW) internal and then redundant configuration of IMSI-fixed IP address relations moves to a separate database.

With some other enhancements the network requested PDP context activation can be made available for detached MTC devices, including a location based trigger mechanism that triggers detached UEs to attach and establish IP connectivity when needed by the MTC server. For this approach the SGSN is enhanced to page detached UEs. And the GGSN (P-GW) together with the database stores SGSN address and paging area for being able to initiate the network requested PDP context activation for detached UEs.
6.x.4
Evaluation
Conclusions
Already specified mechanisms can be used to reach MTC devices with private IPv4 addresses via public Internet connections.
With some enhancement the configuration effort can be reduced for using network requested PDP context activation. It can be extended to use network requested PDP context activation for triggering detached UEs.

Proposal

Description is proposed to be added as a solution to the TR.
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