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1.0
Discussion

The solutions for congestion and overload control for MTC devices in TR 23.888 can be broadly classified into 
-
pro-active load management schemes, that try to avoid the build-up of overloading conditions (e.g. by randomly distributing the MTC transactions); and 
-
re-active load management schemes, that try to handle the overloading conditions, once these conditions have built-up.  
In this contribution we consider the re-active load management schemes for MTC and propose a way forward. This contribution does not propose any new re-active load management scheme which is not present in TR 23.888. The contribution provides: 
· First, overall framework to discuss the different proposal and show how they interact with each other in the TR 23.888, and 

· Second, proposal to select a few mechanisms for standardization in Rel-10. 
2.0
Re-active load management schemes

The re-active load management schemes can be classified either based on a node-centric approach, i.e eNB, MME or PGW, or from a procedure-centric approach, i.e before RRC Connection Establishment, during RRC Connection Establishment, During NAS processing at MME, etc. In this paper we look at the re-active load management schemes from a procedure-centric approach.

The two main NAS procedures during which re-active load management occur are:

1. Attach Procedure 

2. Service Request Procedure
In the following figure we show a representative Attach procedure and the different decision points (numbered 0-4) at which re-active load management can occur. The Service Request Procedure is similar except that in a typical Service Request procedure the SGW <-> PGW interaction does not occur. We will consider this specifically when discussing the re-active load management procedures.
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Figure 1: Flow for Attach with load management decision points highlighted. Part-I
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Figure 2: Flow for Attach with load management decision points highlighted. Part-II

2.1
Before Setting Up RRC Connection (Decision Point 0)

This is the point at which the UE determines if it is allowed to access the Random Access Channel (RACH).  The main procedure that impacts this is Access Class Barring. Details of access class barring are RAN specific, but the overall procedure is as follows. Currently there are AC 0-9 to which normal UEs belong and AC 11 – 15 which are special access class to which “service users” UE (additionally) belong to. The eNB advertises if MO-signalling or MO-data is barred for normal UEs or not. If not barred, it also advertises two random-access parameters: (a) the probability that UE could transmit right away, and (b) the mean delay to the next RACH attempt, if the UE does not xmit right away. 
To effectively manage the load by a large number of MTC devices we propose the following:

Proposal 0a: Creation of new multiple access-classes for MTC devices: MTC AC 0-n. The value of n can be determined by RAN. 

Proposal 0b: The eNB is able to block individual MTC access-classes independently by broadcasting access class barring information in SIB.

The reason we advocate creation of multiple MTC Access Classes is that it provides RAN a more granular approach to handle RACH load on the network. Example if there are 4 MTC access classes, by (e.g. randomly) blocking two out of the 4 MTC access classes, the eNB can limit MTC load by approx 50% (assuming equal load distribution among the four access classes). Similarly the eNB can limit on RACH by 75% by barring three of the four access classes.

Regarding the question of how to assign MTC devices to the multiple MTC access classes, there have been proposals to do that based on the delay characteristics of the traffic. However, this assumes that MTC devices are uni-modal wrt delay for traffic generation (i.e. every transmission attempt has the same delay requirements). This is typically not true, eg a utility meter weekly/daily usage reporting can be delayed, but an alarm due to power-surge or stealing from the same meter cannot be delayed. Hence, we propose the simpler scheme that the MTC devices are randomly distributed amongst the different MTC access-classes. This reduces the management task of  allocation of MTC devices to the new MTC access groups.

Proposal 0c: The allocation of MTC devices to the n MTC access classes should not be based on delay characteristics of the traffic that the devices generate.

The allocation of MTC devices to the n MTC access classes is operator controlled, eg may be at random or or all MTC devices of MTC customer A to a specific MTC access class. In this case, blocking this access class would effectively block all MTC devices of customer A.

Also, since the MTC access class barring information impact all RACH attempts by MTC devices in the eNB and is based on the RACH load on the specific eNB, we propose that the decision of which MTC access classes are barred or not is locally determined at the eNB or via OAM, and is not under the control of MME.  There are several proposals in TR 23.888 that the broadcast of the MTC AC barring information be controlled by MME via the use of OVERLOAD START and OVERLOAD STOP commands. However, such proposal miss the point that the MME cannot be aware of the total RACH load by MTC devices on an eNB, specially due to S1-flex where several MMEs are connected to the same eNB. Currently, this is also the approach used for transmission of access class barring information by eNB. 
Proposal 0d: The transmission of MTC access class barring information in SIB is under the local control of eNB or via OAM, and is not triggered by the MME.
 2.2 
During Setting up of RRC Connection (Decision Point 1)
This occurs after the UE has determined that it is allowed to access the RACH channel and has transmitted the RACH preamble. This RRC admission control occurs at the eNB, when the eNB has received an RRC Connection Request from the UE, as shown in the figure above. The key element used by the eNB to determine if it should accept the request from the UE is the Establishment Cause in the RRC Connection Request Message. The existing establishment causes are as follows, from 36.331:
EstablishmentCause ::=



ENUMERATED {











emergency, highPriorityAccess, mt-Access, mo-Signalling,











mo-Data, spare3, spare2, spare1}

The eNB can reject an RRC connection request e.g. when there is lack of radio and/or S1 resources to support this connection, when the MME is overloaded, when the eNB has reached its implementation-specific RRC capacity, etc. In such situations, it is important for the eNB to reject first the low-priority MTC connection attempts and favor the other type of UEs that attempt regular data communications. However, such behavior is not feasible with the currently defined establishment causes.

Section 6.31 of TR 23.888, suggest that “low-priority-access” be added to the establishment causes for delay-insensitive communication from MTC devices. We believe that this is a good proposal for RRC Connection load management by the eNB. 
Proposal 1a: New RRC establishment cause “low Priority Access” is created which is used by all MTC devices belonging to any one of the MTC access classes when they generate delay tolerant data or any other traffic that is considered low priority traffic.
Also, since typical MTC communication can be delayed, it would be prudent to increase the time the MTC device is requested to wait before re-attempting to transmit the MTC communication. 

Proposal 1b: RAN group should be directed to increase the wait Time in RRC Connection Reject to be in the order of minutes.  

Also, RRC admission control is used to restrict the NAS load on specific MMEs, by not allowing the UE to transmit subsequent RRC Connection Complete message which includes the NAS message. In current system, MMEs that are loaded can instruct the eNB not to admit RRC connections for mo-data or mo-signalling towards the particular MME. The MME in such case sends OVERLOAD START message with the appropriate instruction to eNBs. 

Proposal 1c: The existing MME overload control mechanism should be extended to allow the MME to request eNB not to admit RRC connection with establishment cause “low Priority Access”. 

A side advantage of introducing “low Priority Access” establishment cause along with the selected PLMN provided by the UE, would be to enable the eNB to select MME which is reserved for serving MTC devices in a particular PLMN.
2.3
NAS Admission Control in MME (Decision Point 2)

The MME can use existing mechanism for doing NAS admission control. This can be based on using the proposed “low priority access” RCC Establishment Cause which is forwarded by the eNB to the MME as part of the initial UE message.  The MME can also take into account the subscription information that it would receive from the HSS, eg having MTC subscription indication to accept/deny the NAS procedure. This is an implementation specific aspect of MME and does not need additional specification.
Since MTC communication maybe bursty in nature, eg alarms due to natural disasters and spread over large areas, and hence originated from a large number of eNBs serving the same MME, it is highly possible that the RRC load on eNBs is low, but the MME gets overloaded by NAS messages from a large number of spread-out MTC devices. Hence, it would make sense to have a scheme by which the MME can request the NAS re-attempts to be randomized over a period of several minutes to ½ hour eg.
Proposal 2a: The NAS reject message for attach/service request should be extended to also provide a back-off time for NAS re-attempt.  The maximum back-off time should be in the order of several minutes.
Throttling ESM signaling load at the SGW/PGW:  Decision Point 2 is also the point at which the MME can control the signaling load on the SGW/PGW. The issue is whether there should be any extra feedback mechanism from the SGW/PGW to the MME to throttle back on peak ESM signaling load on the SGW/PGW. While one can assume that multiple PGWs can be used for load sharing purposes. While one can argue that it is possible for peak signaling load on the PGW to be transiently very high due to a large number of MTC devices communicating at the same time, eg in a natural disaster situation, it is also possible that these SGW/PGWs which support APNs for MTC devices are designed which high signaling plane capacity. This is an area which we plan to defer.

Proposal 2b: It is FFS if APN specific “APN Overload Start/Stop” signaling between SGW/PGW to the MME is required to throttle signaling load on the SGW/PGW. 
2.4
GTC Session Admission Control in PGW (Decision Point 3)

Mechanisms are already defined in 29.274 for the PGW to reject session establishment. Two reason codes are available to PGW to signal rejection of session establishment due to resource shortages (29.274):

	73
	No resources available


	91
	No memory available


In 23.888, there is an issue whether the PGW should also include a “backoff time” in rejection message. Typically there will be a small number of MME serving a few PGWs. In case of peak loads, the MME will in most cases observe the congestion and can use NAS level load control mechanism already proposed to throttle peak loads from MTC devices. Also, since the back-off timer will need to be interpreted by the MME and then passed on to the UE, this causes further complication for the MME.  We propose that no back-off timer mechanism is introduced in rejection from PGW.

Proposal 3a: No back-off timer needs to be added to GTC session reject signaling.
2.5
Bearer Admission Control in eNb (Decision Point 4)

eNB does bearer admission control based on the Qos parameters provides, eg QCI and ARP. These mechanisms are sufficient for eNB to handle MTC devices.

Proposal

It is proposed that this paper be studied and the recommendations taken into considerations for standardization of re-active load management scheme for MTC devices.
While most of the decisions are to be made either in RAN2 or in CT1, SA2 can provide guidance to both these groups to include the appropriate changes. We can then go ahead and update our specifications according to the decision in RAN. 

To RAN2: 

Proposal 0a: Creation of new multiple access-classes for MTC devices. MTC AC 0-n. The value of n can be determined by RAN. 

Proposal 0b: The eNB is able to block individual MTC access-classes independently, by broadcasting access class barring information in SIB.

Proposal 0c: The allocation of MTC devices to the n MTC access classes should not be based on delay characteristics of the traffic that the devices generate.

Proposal 1a: New RRC establishment cause “low Priority Access” is created which is used by all MTC devices belonging to any one of the MTC access classes when they generate delay tolerant data or any other traffic that is considered low priority traffic.
Proposal 1b: RAN group should be directed to increase the wait Time in RRC Connection Reject to be in the order of minutes.  

For SA2:

Proposal 1c: The existing MME overload control mechanism should be extended to allow the MME to request eNB not to admit RRC connection with establishment cause “low Priority Access”. 

Proposal 2b: It is FFS if APN specific “APN Overload Start/Stop” signaling between SGW/PGW to the MME is required to throttle signaling load on the SGW/PGW. 
Proposal 3a: No back-off timer needs to be added to GTC session reject signaling.
For CT1:

Proposal 2a: The NAS reject message for attach/service request should be extended to also provide a back-off time for NAS re-attempt.  The maximum back-off time should be in the order of several minutes.
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