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Abstract of the contribution: This paper introduces an approach for congestion control by GGSN/PGW based on GGSN/PGW configured policies.
Introduction
For GGSN/PGW specific congestion control the congestion control policy for the MTC can be configured on the GGSN/PGW. It is proposed that the GGSN/PGW monitors the MTC related signalling and traffic load status per MTC group or APN. Based on the configured policies the GGSN/PGW can control the load. This can be accomplished with minimal impacts to the existing network as most functionality is local to the GGSN/PGW.
Begin of Change
6.x
Solution – Congestion control by GGSN/PGW

6.x.1
Problem Solved / Gains Provided

See clause 5.12, “Key Issue – Signalling Congestion Control.”
See clause 5.9
“Key Issue –Time Controlled”
6.x.2
General
When a GGSN/PGW is congested or when configured policies don’t allow for any additional traffic, the GGSN/PGW starts rejecting PDP/PDN connection requests. Thereby it is easy to control the MTC load for an individual GGSN/PGW. The GGSN/PGW may also request the SGSN/MME to reduce or prevent new connection requests.
It is assumed that MTC applications use dedicated APNs and related connection request signaling and traffic will be terminated at the GGSN/PGW, so it is not only possible for the GGSN/PGW to control its own load but also the overall network load caused by an MTC Group or APN. If multiple GGSNs/PGWs are deployed for an APN, the load distribution should result in a fairly even distribution of load between nodes. So if one GGSN/PGW requests other nodes like the SGSN/MME to reduce load then there may be no major problems in reducing thereby the load for all GGSNs/PGWs of the same APN or MTC Group. Otherwise some more effort needs to be taken and the SGSNs/MMEs would need to reject connections per GGSN/PGW.
The GGSN/PGW can configure congestion control policies as follows, in order to enforce rejecting connection request.

· Maximum bearers/PDP contexts per MTC Group/APN and/or
· Maximum rates of bearer/PDP context activation per MTC Group/APN and/or
· Authorized time period per MTC Group/APN and/or
· Maximum bearers/PDP context per MTC Group/APN for a specific SGSN/MME.
During the bearer establishment or PDP context activation procedure, the GGSN/PGW checks such congestion control policies for the MTC Group which the MTC Device belongs to. The GGSN/PGW rejects the connection request as long as one of them is triggered:

· the bearer number has reached the maximum value for the group or for the group on certain SGSN/MME. Or

· the bearer/PDP context activation rate has reached to the maximum value. Or 

· the connect request message is received outside of the authorized time period.

In addition to reject the connection request by GGSN/PGW directly, the GGSN/PGW can provide a delay time to the SGSN/MME for the MTC Group or APN causing congestion in order to start the rejection by the SGSN/MME as described under “6.22 Solution Rejecting connection requests by the SGSN/MME”. 

When the congestion is caused by the malfunctioning in the MTC application and/or MTC Server, e.g. due to MTC Server failure detected by the GGSN/PGW, the GGSN/PGW sends a congestion notification message to the SGSN/MME including the MTC Group IDs (e.g. APNs or an IMSI range) and delay time to the SGSN/MME indicating the MTC Server is failed. The MTC Group IDs identify the MTC Groups which are served by the MTC Server. The SGSN/MME initiates a timer as long as the delay time period and start rejecting the connection requests from the MTC Devices belonging to those MTC Groups until the timer expires. In order to avoid the MTC Devices retry initiate connect requests frequently, the SGSN/MME provides a back off time to the MTC Devices in the reject messages to indicate the MTC Devices not to retry initiate connection requests until the back off time expires, and the delay time can be used as the input of the calculation of back off time. Or the used reject cause is clarified to delay any further MTC Device transactions for a specific time.
When the GGSN/PGW detects the MTC Server has recovered, the GGSN/PGW sends congestion stop message to the SGSN/MME. The SGSN/MME stops the delay timer if it is still running, and the SGSN/MME allows the MTC Devices from that MTC Groups access to the MTC Server again when the MTC Devices initiate access attempt next time.
6.x.3
Impacts on existing nodes or functionality
GGSN/PGW needs to configure congestion control polices and to enforce policies accordingly. 
Reject messages sent by the GGSN/PGW to the SGSN/MME are extended to provide a delay time. 
The GGSN/PGW detects the MTC Server fail, and some congestion control signalling between GGSN/PGW and SGSN/MME are added.

6.x.4
Evaluation
The GGSN/PGW can easily manage the MTC Group specific congestion control as it has all information of a MTC Group/APN, such as the aggregated traffic rates, the overall number of bearer (PDP) contexts and the rates of PDP context activations of a MTC Group/APN.
The GGSN/PGW is able to detect the MTC Server status (e.g. failure) in time and can avoid the network congestion without affecting other MTC users to resolve the congestion caused by malfunctioning in the MTC application and/or MTC Server as described under “5.12 Signalling congestion control”.
All related policies can be configured locally at GGSN/PGW without a need for dedicated signalling throughout the network. And the functionality can be introduced by deploying or upgrading a GGSN/PGW without a need to upgrade other network parts, which may be difficult for example in case of roaming scenarios.
End of Change
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