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1. Introduction
Section 5.2.2.2 of the TR 23.8xy includes the following open issue to solution1 for LIPA/SIPTO breakout using a local PDN connection:

“ It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network”. 

The above issue in Section 5.2.2.2 is related with the following open issues in section 5.2.4: 

- Location, number and possible subset of S-GW functions ( two S-GWs (in HeNB and core network)) vs. one S-GW with relocation);

- S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.

This contribution addresses the open issues for LIPA/SIPO services in the HeNB and the core network 

2. Discussion 
2.1 Session management for L-GW separated with (H)(e)NB 

The L-GW to support SIPTO traffic for Macro Network and SIPTO traffic for H(e)NB subsystem may not be collocated with (H)(e)NB. For the case, we have two options about the position of IDLE mode downlink packet buffering and initiation of network triggered service request procedure. The first option is to put the position of the procedure being local to the L-GW and the second option is to put the position of the procedure being in the core network. 

For the first option, the control plane is established as seen the figure 2-1 connecting S1-MME between the (H)(e)NB and the MME and L-S-11 between the MME and the SGW on the (H)(e)NB. The control plane for the first option leads two S-11 interfaces per UE (one is toward the S-GW in Core network and the other is toward L-GW in (H)(e)NB subsystem or transport backhaul network). This is not in line with the current 23.401[6] architecture principle - for each UE associated with the EPS, at a given point of time, there is a single Serving GW.
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Figure 2-1: Option 1 - L-S11 interface between the MME and the SGW in the HeNB Subsystem
Unlike the first option, the second option establishes the control plane connecting S1-MME between the (H)(e)B and the MME, S-11 between the MME and the S-GW, and L-S5 between the S-GW and the L-GWas seen the figure 2-2. The control plane for the second option leads to one S-GW per a UE, which is in line with the current 23.401[6] architecture principle. Also, utilizing the macro S-GW function enables maximizing the reuse of the existing EPS design and procedures. 
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Figure 2-2: Option 2 - L-S5 interface between the SGW in the core and the L-GW in the HeNB Subsystem
2.2 Session management for L-GW collocated with (H)(e)NB 

The L-GW to support SIPTO/LIPA traffic for H(e)NB subsystem may be collocated with (H)(e)NB. For the case, the following third option can enhance the week point of the second option, i.e. relative longer control plane than the first option.
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Figure 2-3: Option 3 – enhanced S1-MME interface for active UE and S5-U interface for idle UE 
The third option utilizes that the data plane using the local direct tunnel does not include the S-GW in the core network. Because the S-GW in the core network is not involved in the data plane for LIPA/SIPTO services, it does not need to be involved in control plane for LIPA/SIPTO services for the active UE neither. Instead of taking the circuitous the control plane of the second option, the session management messages for the active UE can be delivered over enhanced S1-MME interface. The enhanced S1-MME interface is used only for the idle UE and is not used for the active UE. 
2.3 IDLE downlink data buffering and paging initiation 

In the view point of maximizing the reuse of the existing EPS design and procedures, the option 2 is the most beneficial for the session management for L-GW separated with (H)(e)NB, and the option 3 is the most beneficial for the session management for L-GW collocated with (H)(e)NB. So, the following discussion is excluded the option 1. The controversial point is the position of the function to buffer IDLE mode downlink packets and to initiate the network triggered service request procedure.
Packet buffering position:

· In L-GW

· In S-GW macro

Which node trigger service request by the network

· L-GW

· Macro S-GW

If we pose the function to buffer IDLE mode downlink packets in the macro S-GW, the IDLE mode downlink packets will be delivered from the L-PGW to the macro S-GW first, then from the macro S-GW to (H)(e)NB, and finally from (H)(e)NB to the UE. ( L-PGW ( macro S-GW ( HeNB ( UE) as seen in Figure 2.4. This data path causes two issues.

1) Resource consumption at the macro S-GW : the macro S-GW should assign the resource to buffer the IDLE mode downlink packets for LIPA/SIPTO

2) Backhaul bandwidth consumption: Unlike ACTIVE mode downlink packets delivered over direct data path connecting L-GW and (H)(e)NB, the IDLE mode downlink packets are delivered using the path L-PGW ( macro S-GW ( HeNB ( UE. This inefficient data path uses backhaul for sending data from L-PGW to the macro S-GW and also for sending data from the macro S-GW to HeNB and doubles the backhaul bandwidth consumption to the amount of the buffered data x 2.

[image: image5]
Figure 2-4: IDLE mode data packets traversing with macro S-GW buffering

We can solve the above two issues by letting L-GW keep the IDLE mode downlink packets until the direct tunnel is re-established again. If we pose the function to buffer the IDLE mode downlink packets at L-GW, the backhaul bandwidth consumption can become half of the consumption from the solution to use the macro SGW for buffering. 

 With posing the buffering function at the L-GW, we still have a remaining issue, i.e. how L-PGW initiates the network triggered service request procedure. Two alternatives are possible: using the data plane or using the control plane. The solution to use the control plane is to define new GTP-G command sent by L-PGW to S-GW in order to notify new downlink data notification. For this, the macro S-GW processes the new command. Unlike the alternative to use the control plane, the other alternative is to utilize the current procedures. Namely, the L-GW sends a data packet marked as the dummy to the macro S-GW as seen in figure 2-5. Then, the macro S-GW sends downlink data notification as usual. After the UE triggers the service request and the direct tunnel is re-established, the macro S-GW drops the dumpy packet. 
The main difference compared with the DL data buffering at the macro S-GW is that the buffered packets doesn’t need to consume the backhaul resource from L-GW to S-GW, and from S-GW to the HeNB.
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Figure 2-5: Complement 1 – downlink data notification using data plane
For option 2 and option 3, we can use complement 1 to buffer IDLE downlink data and to initiate the network triggered service request. Using the complement 1with option 2 and option 3 enables the following benefits

-  maximize the reuse of the existing EPS design and procedures
-  organize the efficient control plane for LIPA/SIPTO services 

-  organize the efficient transfer of IDLE downlink packets 

3. Conclusion 
While we optimize the data plane using the direct tunnel for LIPA and SIPTO traffic using L-GW collocated in the (H)(e)NB or separated from the (H)(e)NB, we can take benefits in 2.3 by establishing the control plane with option 2 + complement1 or option 3 + complement 1. Hence, we present the following principle and propose to capture the presented principles in the TR 23.8xy.

Principle: IDLE mode downlink packet buffering should be in the L-GW, and initiation of network triggered service request procedure should be S-GW in the core network. 

* * * First Change * * * *
5.2.2
Architectural principles
5.2.2.1
General principles
Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;

-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
LIPA PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;
-
For active UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)
5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.
5.2.2.2.1
LIPA
P-GW functions for the support of LIPA services
They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;
-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.
These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services
IDLE mode downlink packet buffering should be in the L-GW and initiation of network triggered service request procedure should be in the core network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;
-
Paging;
-
GW selection procedure for LIPA traffic.
5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.
These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services
Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.
5.2.2.2.3
SIPTO for macro network

P-GW functions for the support of SIPTO in macro network services
They are the same as LIPA case, plus:

-
per user charging and inter-operator accounting.

-
FFS: standard LI interfaces to LI Gateway to support LI for offload traffic.
For SIPTO traffic for macro network, a Local P-GW function or Local GGSN function for EPS and UMTS is located on or above the RNC and the eNodeB respectively.
Mobility-related functions are FFS.

5.2.3
Architecture variants
5.2.3
Architecture variants

5.2.3.1
Architecture variant 1 for LIPA and SIPTO
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Figure 5.2.3.1.1: LIPA solution for HeNB using local PDN connection
The salient features of the architecture in Figure 5.2.3.1.1 are the following:

-
a Local PDN Gateway (L-GW) function is collocated with the HeNB;

-
the MME and SGW are located in the EPC;

-
a Security Gateway (SeGW) node is located at the edge of the operator's core network; its role (according to TS 33.320 [7]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

-
a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

-
for completeness also depicted is an external PDN Gateway (PGW) located in the operator's core network. It is used for access to the operator services;

-

paging is triggered by a "dummy" packet sent across S5 and the downlink packets are buffered in the L-GW. 
-
with S5-GTP the S5 PGW TEID parameter is used as "optimal routing" information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.;

-
with S5-PMIP the S5 PGW GRE parameter is used as "optimal routing" information;

-
S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U;

-
IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.;

-
the supported protocol on S5 is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.
-  In order to optimize the CP signalling, the S1-MME is enhanced with encapsulating the GTP message

Depicted in Figure 5.2.3.1.2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure 5.2.3.1.2: The equivalent LIPA solution for HNB using local PDN connection
The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure 5.2.3.1.1:

-
HeNB and MME replaced by HNB and SGSN, respectively;

-
Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

-
S11 replaced by S4.

The candidate protocol messages for this architecture are the following:

-
The "Optimal Routing" information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

-
On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

-
On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP).

NOTE 2:
due to the presence of the non-optimised path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in parallel to the direct path, the architecture in Figure 5.2.3.1.1 and Figure 5.2.3.1.2 can support mobility to another H(e)NB from the same home/corporate network or to a macro cell. The MME/SGSN may need to prevent mobility. It is FFS whether support for these features is a service requirement. When handing over to another H(e)NB in the corporate case, it is FFS how to keep the LIPA traffic within the corporate network.
5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB);

-
It is FFS how it is indicated to the UE/user that the PDN connection for LIPA traffic can be initiated (e.g. whether and how the UE/user knows if LIPA is supported in a cell);

-
It is FFS how the offload PDN connection for SIPTO is established and how it relates to the non-offload PDN connection;

-
It is FFS whether the standalone L-GW architecture is supported for LIPA and SIPTO, and if it is, how.
Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
None
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