SA WG2 Temporary Document

Page 4

3GPP TSG SA WG2 Meeting #77
TD S2-10xxxx

18 - 22 January 2010, Shenzhen, China

Source:
Hitachi, KDDI?
Title:
Load Re-balancing between GWs
Document for:
Discussion
Agenda Item:


Work Item / Release:
SAE/Release 10
1 Introduction

As the deployment of LTE ramps up, network operators may want to move load from one EPC node in an orderly manner with minimal impact to end users and/or additional load on other network entities. This may be desirable also to:

· perform scheduled maintenance or software upgrade of a GW node without disruption to always-on users.

· perform load re-distribution to mitigate overload

· introduce additional EPC nodes as the overall capacity of the  network increases

Currently SA2 defines a procedure in TS 23.401 section 4.3.7.3 to offload UEs in ECM-IDLE and ECM-CONNECTED mode between MMEs within a pool area.  The MME Load Re-balancing functionality permits UEs that are registered on a MME (within an MME Pool Area) to be moved to another MME with minimal impacts (i.e signalling) on the network and users.

This contribution discusses the need for a S-GW and P-GW load Re-balancing/redistribution mechanism similar to the MME load re-balancing and seeks guidance from SA2 on the way forward.  The GW re-balancing procedure addresses one of the original SAE requirements described in TR 23.882 section 5 – “Requirements on the Architecture” by providing a procedure to address the S-GW and P-GW EPC nodes.
· Requirement 31: The SAE/LTE system shall support redundancy concepts / load sharing of network nodes, e.g. similar to today's Iu-flex mechanisms. All nodes other than cell site node should be considered "distributed resources utilising load sharing/redundancy mechanisms".
2 GW Re-balancing/Redistribution 
GW re-balancing does not require any new functionality in the UE, that is, all UEs can be moved.  Re-balancing of UEs is initiated via an O+M command in the PDN-GW node that is selected to be off-loaded or in the MME for S-GW re-balancing.
The intent of the GW re-balancing is to relocate a UE’s existing PDN Connections (includes both default and dedicated bearers) between GWs without deleting these sessions resulting in a re-distribution of the GWs capacity.  This functionality may be achieved using proprietary mechanisms but does not work very well in the multi-vendor (one vendor for PDN-GW and one for S-GW or MME) and roaming scenarios, where the HPLMN operator wants to re-balance a PDN-GW without impacting subscribers irrespective of location. 

Similar to MME load re-balancing, GW redistribution is under the control of the operator. 

3 USECASES
3.1 S-GW re-balancing use case
The S-GW re-balancing would apply for UEs’ in active mode connected to a S-GW running at or near a load exceeding a certain threshold.  An operator may want to move a subset of the UE’s to decrease the possibility of any subsequent dedicated bearer or UE Initiated PDN Connectivity procedures forcing the S-GW to exceed its capacity.  With the S-GW re-balancing procedure the MME would trigger a MME initiated S-GW relocation to move a subset of UEs to a less congested S-GW without changing the PDN-GW, and thus not impacting any on-going PDN connection.

The change required to support this functionality includes:

· Configuration on the MME to define the threshold parameters to trigger the S-GW rebalancing

· S11 changes to convey S-GW load information to the MME (see incoming CT4 LS S2-100049)

· S1-MME changes to allow the modification of the UL S1-U tunnels in the eNB
3.2 PDN-GW load re-balancing use case
(1) UEs are connecting with a PDN. The number of UEs connecting to the PDN is less than the max number of subscribers that PDN-GW supports. As LTE service ramps up, operator may want to move a portion of the subscriber capacity (both the default and dedicated bearers) to another PDN-GW to handle the increasing traffic.

(2) When subscriber capacity served by PDN-GW #1 is to be split into PDN-GW#1 and PDN-GW#2, PDN-GW identity stored in HSS for the UEs relocated to PDN-GW#2 needs to be updated without service disruption.
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Figure 1: Use case: a PDN-GW capacity between 2 PDN-GWs

The subscriber capacity of the PDN-GW may be from the 3GPP (E-UTRAN) and non-3GPP access. The PDN-GW re-balancing function applies to all access technologies supported on the PDN-GW. 
3.2.1 Data Path considerations

Figure 1: Use case: a PDN-GW capacity between 2 PDN-GWs shows an example of redistributing a PDN-GW capacity by PDN-GW#1 into two PDN-GWs with some of the IP address space moved to the new PDN-GW#2. 

Note: The mechanism to redistribute the PDN-GW capacity is not covered in this document and may have several dependencies such the number of IP address in the address pool, router configuration including the number of host routes. The service continuity of the user plane will vary depending on whether the target IP address space assigned to the users is located on the same subnet or separate subnets. 
This paper does not seek to address the implementation details of maintaining service continuity at the IP layer, however there are a number of possible options using Layer 2 (i.e. ARP) or Layer 3 routing to aid in the transfer of the UE ownership (at the IP layer) from PDN-GW#1 to PDN-GW#2.  Figure 2 shows an example of the user data path transition for a UE during the PDN-GW load re-balancing procedure.
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Figure 2 PDN-GW load re-balancing: user data path transition

Both the Layer 2 and Layer 3 options work in conjunction with the PDN-GW load re-balance procedure to avoid packet loss associated with transferring the UE’s context between the two PDN-GWs.

Note: IP layer solutions should take into consideration the number of routes which can be configured in an EDGE router.

The example shown in Figure 1: Use case: a PDN-GW capacity between 2 PDN-GWs shows a user path migration over the E-UTRAN access can also apply to other access technologies.

3.2.2 Charging Impacts

During the PDN-GW transition the PCRF and Charging Function will need enhancements to talk to both PDN-GW for Policy and Charging.

3.2.2 3GPP functional impact

The PDN-GW re-balancing function requires enhancements to the following 3GPP interfaces:

· Gx

· GTP:  S5/8, S11

· PMIP: S2a, S2b, S5/8
Table 1: PDN-GW load re-balancing: 3GPP impacts shows a summary of the changes to the stage 2 and stage 3 3GPP specifications.

Table 1: PDN-GW load re-balancing: 3GPP impacts
	Spec
	EPC Nodes impacted
	Description

	23.203
	PCRF, PDN-GW, OCS
	Support a PDN-GW relocation to transfer ownership of the UE’s PDN Connection(s) between the source and target PDN-GW similar to the S-GW relocation over Gxc

Download current stored policy used by the UE to the target PDN-GW.

Allow the PCC to talk to multiple PDN-GWs  during the PDN-GW re-balancing.

	29.274
	MME, S-GW, PDN-GW
	Add indication that the S-GW supports the PDN-GW re-balancing function

Create new procedure to transfer the UE from source to target PDN-GW.

MME needs to receive the new PDN-GW address and store for mobility related procedures.

	29.272
	MME, HSS
	MME updates the HSS with the new PDN-GW address. No impact to existing HSS functions.

	29.275
	S-GW, PDN-GW
	Define new 3GPP vendor specific AVPs:

S-GW indicates support of PDN-GW re-balancing.

PBA extended to include  PDN-GW redirection info

PBU extended so the S-GW can include the redirection info and send to the target PDN-GW.

	29.212
	PDN-GW, PCRF
	Support a PDN-GW relocation to transfer ownership of the UE’s PDN Connection(s) between the source and target PDN-GW similar to the S-GW relocation over Gxc. To avoid additional signalling (possibly with the RAN) the PCRF should not modify the existing policies downloaded to the target PDN-GW.

Download current stored policy used by the UE to the target PDN-GW.

	23.401, 23.402
	EPC
	Add new section including call flows describing the PDN-GW re-balancing function.


4 Backwards Compatibility

For backwards compatibility a new indication is required over the PMIP based interfaces (S2a, S2b and S5/8), GTP (S5/8 and S11) to indicate support of PDN-GW re-balancing function.
5 Conclusion

The intent of this contribution is twofold: 

1) To solicit feedback from other companies about the need for specifying a PDN-GW and/or S-GW re-balancing functionality

2) To seek guidance from SA2 on the procedural aspects for the specification on the GW re-balancing feature (e.g. TEI vs WID vs Study Item). 
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