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Abstract of the contribution: This contribution provides improvements for the scenario section (clause A) of TR 23.975.

This contribution provides improvements to the scenario descriptions. Along with wording changes, it focuses on clearly describing the scenario, rather than also including references to potential solutions. Reference between scenarios and solutions is supplied by the evaluation sections in the various solution descriptions.
	Start of proposed changes, clause A 


A.0
General Description
IPv6 offers an increased address space over IPv4 and includes many other features that are needed for rolling out new services and meeting application requirements.. However, majority of the currently deployed networks and services use IPv4. IPv6 migration should encourage network and services to evolve to IPv6..
With regard to an end-to-end data communication process, five components can be identified to form a transition scenario. The components are terminal IP capability, type of application program, type of assigned IP address, network IP capability and capability of the service/peer. The corresponding definitions for these components are as follows:

· Terminal IP capability means if UE can support IPv4, IPv6, or both IPv4 and IPv6 (i.e., dual stack).

· Type of assigned IP address means if network allocates IPv4, IPv6 or both IPv4 and IPv6 (namely dual-stack) for terminals.

· Type of application program means if the application software is designed for IPv4, IPv6 or dual stack. An IPv4 application is mainly considering IPv4 legacy application programs, such as current popular applications. Dual stack applications are IP stack independent, and can leverage both IPv4 as well as IPv6 network stacks. IPv6 applications are designed for an IPv6 network connection only. 
· Access Transport Network IP capability indicates the supported IP-version(s) in the 3GPP transport network (i.e., IPv4, IPv6, or dual stack). 
· Service/peer capability indicates if the service/peer is capable of IPv4, IPv6 or dual stack.
· Core transport network capability indicates the supported IP-version(s) in the network between the GGSN/PDN gateway (i.e, IPv4, IPv6, or dual-stack).
· Type of application peer means if the application peer is operating over IPv4, IPv6 or dual-stack.
Table 5.1 Basic components state
	Basic Components Name
	States

	Terminal IP capability
	IPv4 only, dual stack, IPv6 only

	Type of application program
	IPv4 capable, dual stack capable, IPv6 capable

	Type of assigned IP address,
	IPv4 address only, dual stack addresses, IPv6 address only

	Access Transport Network IP capability
	IPv4 network, dual stack network, IPv6 network. 

	Service/peer capability
	IPv4 only, dual stack, IPv6 only

	Core Transport Network capability
	IPv4 network, IPv6 network or dual stack

	Type of application peer
	IPv4 capable, IPv6 capable, or dual-stack capable


Table 5.2 summarizes the scenarios for IPv6 migration:

Table 5.2: Overview of scenarios

	Scenario
	Terminal IP
capability
	Type of
application
	Type of
assigned IP
	Access Transport
	Service/ Peer
	Core Transport
	Application
Peer

	(1) Public IPv4 address exhaustion
	v4
v4v6
	v4, 
v6, v4v6
	private v4,
v4v6
	v4, v6, v4v6
	v4, v6, v4v6
	v4, v4v6
	v4, v6, v4v6

	(2) Usage of IPv4-only applications while allowing UE to have IPv6-only access connectivity
	v6
	v4, 
v6, v4v6
	v6
	v6
	v4, v6, v4v6
	v6
	v4, v6, v4v6

	(3) Dual stack bearer with private and public IPv4 address exhaustion
	v4v6
	v4, v6, v4v6
	private/
dummy v4,
v4v6
	v4, v6, v4v6
	v4, v6, v4v6
	v4, v6, v4v6
	v4, v6, v4v6

	(4) Dual stack with IPv6 as preferred option
	v4v6
	v4, v6, v4v6
	v6, v4, v4v6
	v4, v6, v4v6
	v4, v6, v4v6
	v4v6
	v4, v6, v4v6

	(5) Dual stack and roaming in old GPRS network
	v4v6
	v4, v6, v4v6
	v6, v4
	v4, v6, v4v6
	v4, v6, v4v6
	v4v6
	v4, v6, v4v6


Legend: v4 – IPv4 only support, v6 – IPv6 only support, v4v6 – Dual stack (IPv4 and IPv6) support

A.1
Scenario 1: Public IPv4 address exhaustion
In this scenario an operator does not assign public IPv4 addresses to the UEs, e.g. the operator does not have sufficient public addresses for all active subscribers. Instead the operator assigns private IPv4 addresses to the UEs and uses NAT/NAPT function located in the network to provide access to the Internet. The operator may multiplex multiple UEs onto a single public IPv4 address to increase public IPv4 address utilization efficiency. The number of private IPv4 addresses multiplexed onto a single public IPv4 address depends on the number of  TCP/UDP ports used. Several services popular today, such as Google maps and Ajax based services can easily use hundreds of TCP/UDP ports per device. There is then a risk that the amount of public IPv4 addresses and ports available to the operator is not sufficient. 
A.2
Scenario 2 : Usage of IPv4-only applications while allowing UE to have IPv6-only access connectivity
In this scenario an operator has chosen to migrate their network to IPv6 and support for IPv4 does not exist on the operator’s network. However, the operator has the requirement to support IPv4 legacy applications on the network that has IPv6-only transport support. 
The UE may be IPv6-only or dual stack and be assigned with an IPv6 prefix as well as an IPv4 address. The network may only provide IPv6 PDN connection to a UE. For example, there is a z IPv4 address pool for a PGW. When the addresses in the pool run out, new UEs are only assigned with IPv6 prefixes. The key point is that the legacy IPv4 applications on the UE do not have to be modified in order to communicate with the remote servers. 
IPv4 applications on the UE are not required to be modified in order to communicate with remote servers. The applications peer may be operating in IPv4, IPv6 or dual-stack transport mode.
Note that this issue may be addressed by retaining dual-stack support in the operator network, or by migrating those legacy applications to leverage available IPv6 transport.
A.3
Scenario 3: Dual Stack bearer with private and public IPv4 address exhaustion
In this migration scenario an operator runs their network in dual stack mode, i.e., the UEs are assigned both an IPv6 and an IPv4 addresses to allow UEs to reach both IPv4 and IPv6 destinations during the transition phase to IPv6 (i.e., until all services can be reached by IPv6). However, due to the limited amount of public IP addresses available to the operator, the operator does not assign public IPv4 addresses to the UEs Therefore the operator assigns either private IPv4 addresses (as defined in RFC1918) or non meaningful IPv4 addresses to the UEs and uses NATs to provide access to the Internet. 
The private IPv4 address pool (as defined by RFC 1918) is also finite, with less than 17 million (16.77 million) addresses available in the so-called NET-10 pool (10.0.0.0 – 10.255.255.255 range). When an operator network needs to support more than 17 million active subscriber sessions at a time, the private IPv4 addresses need to be re-used.


Note that in some existing deployments the IPv4 address, which is assigned to UEs also serves as a means to identify customers in the operator’s network, hence a solution needs to allow for maintaining the uniqueness of the IPv4 addresses used within the operator’s network. This is for instance used for operator-provided services as well as for other systems, which analyze Internet IP traffic on the Gi interface for e.g. age verification reasons (as required by regulation in some countries).


A.4
Scenario 4: Dual Stack with IPv6 as preferred option
This scenario addresses the “IPv4 address exhaustion” issue. The context is that there are not enough IPv4 addresses to set up dual-stack PDP contexts/EPS Bearers with public IPv4 addresses. At bootstrapping phase the UE may have IPv6-only connectivity.  

Dual-stack UEs with an IPv6-only or dual-stack connectivity should be able to access to IPv4- or IPv6-enabled applications/services. 

Based on this scenario description, several use cases can be proposed as defined in the following section. We consider that a UE is configured at least with global IPv6 prefix. 

First use case: The UE, configured at least with an IPv6 prefix, has to access to IPv4 Internet services

Second use case: The UE, configured at least with an IPv6 prefix, has to access to IPv6 Internet services. 

Third use case: The UE, configured at least with an IPv6 prefix, has to access to IPv4 operator services.

Fourth use case: The UE, configured at least with an IPv6 prefix, has to access to IPv6 operator services.
A.5
Scenario 5: Dual stack and roaming in old GPRS network

In this migration scenario an HPLMN operator runs its network in dual stack mode, i.e. the UEs are assigned both an IPv6 and an IPv4 addresses to allow UEs to reach both IPv4 and IPv6 destinations during the migration phase to IPv6 (i.e., until all services can be reached by IPv6).

However, the operator has roaming agreements with other operators that have an old base of SGSNs, which don’t support PDP type IPv6 and PDP type IPv4v6. As described in 3GPP TR 23.981 [14], “An inter-SGSN RAU may be rejected when using a PDP context with PDP type IPv6 due to the new SGSN does not support PDP type IPv6, or the new SGSN may accept the RAU but would then de-activate the PDP contexts it cannot support.”

TR 23.981 [14] describes the following measure to overcome the problem described above, “use a tunneling method between the UE and home network in order to acquire an IPv6 address.”

This scenario is described in 3GPP TR 23.981 [14], and it was concluded that “network operators, who introduce 3GPP IMS using IPv6, have a strong interest that their GPRS roaming partners provide support for PDP contexts of PDP type IPv6.”

Considering that the fact above has been known for a number of years and that SGSNs shipped during the last couple of years has support for PDP type IPv6, this scenario is assumed to not be valid anymore.

Hence, it is concluded that operators supporting services that only uses IPv6, require support of PDP contexts of PDP type IPv6. For services that can use either IPv6 or IPv4, the host behaviour to fallback using IPv4 should be specified. 

How to avoid performing an inter-SGSN RAU to an SGSN that doesn’t support PDP type IPv4v6, is described in TS 23.401 [9] and TS 23.060 [11].
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