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Abstract of the contribution: IPv4 address allocation is clarified in case DS-Lite is deployed.
Discussion

At SA2#75 Meeting it was agreed to adopt several solutions regarding IPv6 transition in a Annex B of TR 23.975 and solution 1 is based on the Dual-Stack Lite Architecture discussed in the IETF.
In the description of the DS-Lite architecture it is stated that the hosts are not provisioned with an IPv4 address and that they have to self-generate their own IPv4 address from the private IPv4 address pool.

However, in our view, this self-generation of the IPv4 address is only one option. It is also possible that the CGN, or the entity acting as CGN, allocates an IPv4 address that may be the same for several UEs. This is for example the case when DSMIP6 is used, as described in B.1.1.4, here the Home Agent can allocate the same IPv4 address to multiple UEs and there is no need for the UE to self-generate the IPv4 address.
Proposal
We propose to update the description of the DS-Lite architecture in Annex B of 23.975 to clarify that self-generation of the IPv4 address by the UE is one option and another is that the entity acting as CGN allocates the IPv4 address.
Start of Change

B.1.1 Solution 1 Description 

Dual-Stack Lite architecture [2] can be understood as IPv4 packets being encapsulated using either IPv6 or some L2 technology. The tunnel endpoint is usually the Carrier Grade NAT (CGN). Since the hosts are not provisioned with an IPv4 address in a normal manner, they either have to self-generate their own IPv4 address from the private IPv4 address pool or the entity acting as CGN has to allocate the IPv4 address. Thus, these IPv4 addresses may overlap, and packets from different hosts may arrive to the CGN with the same private IP address. The CGN differentiates hosts with same private IPv4 address based on information provided by encapsulation technology. When packets are destined to the IPv4 Internet, CGN will act as a NAT. Several options exist for deploying DS-Lite. 

The encapsulation method can be chosen at least from the following set: 

· Plain IPv6: IPv4-in-IPv6 is the basic DS-Lite encapsulation scenario. In this scenario the UE encapsulates IPv4 packets into IPv6. The CGN can be a separate entity or integrated to e.g. PDN GW. Only an IPv6 bearer is needed. 

· GRE: When PMIP6 is used, the MAG can encapsulate IPv4 into GRE tunnel. CGN has to be implemented in LMA. No UE impact. A dual-Stack bearer is needed. 

· GTP: When GTP is used, PDN GW must implement CGN. No UE impact. A dual-Stack bearer is needed. 

· DSMIP6: The HA must implement CGN. Only an IPv6-bearer is needed. The UE must implement standard DSMIP6 support. 

There are also other encapsulation methods, such as L2TP, but those are not included in this study. 

The common feature of DS-lite is that all IPv4 communication from UEs will have to go through NAT functionality, even if traffic is destined to the operator’s own services (no hairpinning is possible, as there is no IPv4 address allocation). Consequently DS-lite is best suited for IPv4 Internet access by legacy applications, which are able to initiate communication and connections. In such a deployment scenario, the majority of new applications and operator services would be accessed with IPv6. 

End of Change

3GPP

SA WG2 TD


