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Abstract of the contribution:

This contribution presents a solution called "PNAT" which could guarantee the IPv4 or IPv6 applications in the two hosts communicate with each other directly through host based translation technologies, or by together with a network translator such as NAT64. This solution can be used to address the requirement that IPv4 applications runs with only IPv6 PDN connections are provided. It is proposed to be added into the TR 23.975.

1. Introduction

1.1 Why we need host-based translation?
From the application point of view:
· IPv6 has not generally been a real requirement for applications. Numerous conventional IPv4 applications on host (or server) need to be support in IPv6 only network.

· Modifying a host is generally very difficulty, but modifying the host’s network stack is not so difficult.
From the runtime environment aspect: 
· The implementation of operator service has run for a long-time, and is hard to be upgrade.
· A common runtime environment in mobile is Java Platform, Micro Edition (Java ME) which is IPv4-only.
The application shall not be forced to be updated to IPv6 (e.g., iPhone Application Store already has more than 60,000 applications). There will be a long IPv4 tail when IPv6 is deployed.
1.2 What will PNAT do?
PNAT provides a host-based solution on network layer to support conventional IPv4 applications in IPv6 only network. Therefore, only IPv6 PDN connection is needed when a UE runs IPv4 applications. 
2. PNAT Solution Description
2.1 The Overall Architecture
PNAT is a host based translation solution motivated from addressing the scenario that IPv4 application can be support with IPv6 only connection provided (PNATCOM44 in Table 5.1). Other variant that PNAT can support is listed in Table 5.1. In the following, the PNATCOM44 is the focus of this contribution.
Table 5.1 Scenarios that PNAT Support
	Basic Components Name
	PNATCOM 44
	PNATCOM 46
	PNATCOM64
	PNATCOM66

	Terminal IP capability
	Dual Stack
	Dual Stack
	Dual Stack
	Dual stack,

	Type of application program
	IPv4
	IPv4
	IPv6
	IPv6

	Type of assigned IP address,
	IPv6
	IPv6
	IPv6
	IPv4

	Network IP capability
	IPv6
	V6 or dual stack
	V4, V6 or dual stack
	IPv4

	Service/peer capability
	IPv4
	IPv6
	IPv4
	IPv6


The network architecture of deploying PNAT in EPS is illustrated in Figure 1. There are mainly two devices are involved, e.g., PNAT host (or UE) and PNAT gateway (PNAT64 in Figure 1).
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Figure 1. The architecture of PNAT
2.2 How PNAT Works

The PNAT host is dual stack with the protocol translation conducted after applications call socket API. The procedure is illustrated in Figure 2. 
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Figure 2. The PNAT singling process

The detailed explanation is presented as below.

If an IPv4 application in the host would like to start the communication, it sends name resolver by an A record query. The PNAT module will make both A and AAAA record, then send this resolver request to the dual stack DNS server. The host may get A or AAAA record resolver result back from dual stack DNS server. PNAT module will process this returned record, then send DNS4 query resolver back to the IPv4 application. IPv4 application starts sending packet. PNAT module processes it accordingly based on the BIAbis and BISbis document, then forwards them to the PNAT64 GW, PNAT module create the destination address by combine either WKP (Well Known Prefix) or PNAT64 prefix together with 32 bit IPv4 address. The source address will be network assigned IPv6 prefix concatenate with pre-defined IPv4 private address or public IPv4 address.
When PNAT gateway receives an IPv6 packet, it will decide based on the destination address. Firstly, if it is WKP prefix it knows that this is a translation operation. After that, PNAT gateway will analyze the packet’s source address. There are three possibilities for the last 32 bit: 
· If last 32 bits is a public IPv4 address, PNAT64 will simply get rid of prefix, record the relationship between public IPv4 address and IPv6 prefix, and send out the packet.
· If the last 32 bits is a private IPv4 address, PNAT64 will act as the normal NAT64 procedure.
· If the 65-96 bit is neither all zero nor all one, PNAT64 will act as the normal NAT64 procedure.
The Figure 3 illustrated the protocol layer of the PNAT host. 
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Figure 3. The PNAT protocol

More detailed description of PNAT can be obtained at: http://tools.ietf.org/html/draft-huang-behave-pnat-00. In view that PNAT is an effective solution that can address several scenarios including the Scenario 2 in the TR 23. 975. The following content is proposed to be added to the TR 23.975.
* * * First Change * * * *
Annex A: Overview of Solutions for IPv6 Transition

A.x Solution x – Prefix-NAT Solution
X.1 Solution x Description

The network architecture of deploying PNAT in EPS is illustrated in Figure 1. There are mainly two devices are involved, e.g., PNAT host (or UE) and PNAT gateway (PNAT64 in Figure 1).
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Figure 1. The architecture of PNAT

The PNAT host is dual stack with the protocol translation conducted after applications call socket API. The procedure is illustrated in Figure 2. 
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Figure 2. The PNAT singling process

The detailed explanation is presented as below.

If an IPv4 application in the host would like to start the communication, it sends name resolver by an A record query. The PNAT module will make both A and AAAA record, then send this resolver request to the dual stack DNS server. The host may get A or AAAA record resolver result back from dual stack DNS server. PNAT module will process this returned record, then send DNS4 query resolver back to the IPv4 application. IPv4 application starts sending packet. PNAT module processes it accordingly based on the BIAbis and BISbis document, then forwards them to the PNAT64 GW, PNAT module create the destination address by combine either WKP (Well Known Prefix) or PNAT64 prefix together with 32 bit IPv4 address. The source address will be network assigned IPv6 prefix concatenate with pre-defined IPv4 private address or public IPv4 address.
Deployment dependent, the IPv4 address could be pre-defines, private, or public IPv4 address. The IPv4 address could also be assigned by operators. For private IPv4 address, 65-96 bit will be set to all 0, If the IPv4 address assigned by the operator is public IPv4 address, the 65-96 bit will be all 1.
Note: How the IPv4 address is assigned from the operator, e.g., through DHCPv4, is FFS.
When PNAT gateway receives an IPv6 packet, it will decide based on the destination address. Firstly, if it is WKP prefix it knows that this is a translation operation. After that, PNAT gateway will analyze the packet’s source address. There are three possibilities for the last 32 bit: 
· If last 32 bits is a public IPv4 address, PNAT64 will simply get rid of prefix, record the relationship between public IPv4 address and IPv6 prefix, and send out the packet.
· If the last 32 bits is a private IPv4 address, PNAT64 will act as the normal NAT64 procedure.
· If the 65-96 bit is neither all zero nor all one, PNAT64 will act as the normal NAT64 procedure.
The Figure 3 illustrated the protocol layer of the PNAT host. 
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Figure 3. The PNAT protocol
* * * End of First Change * * * *
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