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Introduction
This contribution proposes an architecture option, which supports Local IP Access (LIPA) to the home based network and Selected IP Traffic Offload (SIPTO) to the internet or corporate network through a Home eNodeB Subsystem or at a macro network element.
Discussions

A “Local Breakout Support Function” is proposed to provide UE with an entry to a nearby alternative PDN. It provides a unified framework for LIPA and SIPTO to the Home eNodeB Subsystem, and for SIPTO in the macro network. It can co-locate with a Home eNodeB for LIPA and SIPTO to the Home eNodeB Subsystem, or with an eNodeB for SIPTO in the macro network. It can also be implemented as a physically separate entity at the proximity of the UE’s point of attachment to the access network, i.e., a Home eNodeB or an eNodeB.

The “Local Breakout Support Function” bridges UE’s point of attachment to the access network with a SGi interface towards a defined nearby PDN. In order to maximize the reuse of existing functionality split and protocol stack, the “Local Breakout Support Function” can be realized/modelled as a condensed/co-located Serving GW and PDN GW. That is, the “Local Breakout Support Function” consists of Serving GW and PDN GW functionalities, so that a local PDN connection can be established for LIPA or SIPTO towards the defined nearby PDN. 
Figure 1 illustrates the “Local Breakout Support Function” in an architecture reference model for LIPA and SIPTO.
· When there is no LIPA or SIPTO, traffic goes through Serving GW and PDN GW in the core network, as shown by the brown path. 
· When LIPA or SIPTO is enacted, all traffic goes through the L-SGW in the “Local Breakout Support Function”, as shown by the green path. 

· The LIPA or SIPTO traffic further goes through the L-PGW towards the defined nearby PDN, as shown by the red path.

· The non-LIPA and non-SIPTO traffic goes through the PDN-GW in the core network, as shown by the blue path.
In this architecture reference model, the existing architectural principle, regarding a single Serving GW to serve the particular UE, is preserved: Serving GW in the core network is used, if LIPA or SIPTO is not enacted; and L-SGW in the “Local Breakout Support Function” is used, if LIPA or SIPTO is enacted. A Serving GW relocation will be needed, when transitioning from the state where there is no LIPA nor SIPTO enacted to the state where there is LIPA and/or SIPTO enacted. There is a S11 interface between the L-SGW in “Local Breakout Support Function” and the MME.  
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Figure 1 Reference Architecture to Support Local IP Access and Selected IP Traffic Offload
The current paging procedure is fully re-used. If LIPA and/or SIPTO are enabled, the L-SGW in the “Local Breakout Support Function” buffers the downlink packets for both LIPA/SIPTO traffic and non-LIPA/SIPTO traffic, and contacts MME with a Downlink Data Notification message to enable the paging of the UE.
Both UE requested and network initiated LIPA/SIPTO establishment procedures can be developed by reusing the UE requested ESM procedures and the network initiated ESM procedures, respectively, with minimal changes. UE requested LIPA/SIPTO establishment procedure is useful for Home eNodeB Subsystem, where the user may want to provide instructions on his/her desire to use LIPA/SIPTO for certain applications. Network initiated LIPA/SIPTO establishment procedure is useful when there is no need of any user interaction, e.g., the redirection in the macro network of an ongoing application traffic from the operator’s core network to a defined nearby PDN.
When LIPA and/or SIPTO become available, MME provides UE with an indication, possibly with the information of the defined PDN, which is close to UE’s point of attachment to the access network. Some QoS and/or traffic flow related parameters may also be included, which provide guideline on what kind of application traffic should be diverted through the defined PDN. UE may alert the user of the availability of LIPA and/or SIPTO opportunity. UE can reuse “multiple-PDN support” procedure to establish a local PDN connection towards the nearby PDN, and to maintain simultaneous access to the operator’s core network. After PDN connectivity is established towards the nearby PDN, UE requested bearer resource modification procedure can be reused to establish appropriate bearers to divert selected IP traffic through the defined nearby PDN, and to free resources in operator’s core network.
In the network initiated LIPA/SIPTO establishment procedure, the network first selects the kind of application traffic to be diverted through the nearby PDN, e.g., based on a user’s subscription and tariff information. It then applies a series of organized ESM transactions, possibly including consecutive steps of PDN connectivity setup and EPS bearer modification, to bind the selected traffic with the appropriate bearer towards the defined IP network.
Text Proposal

The following text changes are proposed to TR 23.8xy v0.1.0.
First change

5.2.4
Solution descriptions
A “Local Breakout Support Function” is proposed to provide UE with an entry to a nearby alternative PDN. It provides a unified framework for LIPA and SIPTO to the Home eNodeB Subsystem, and for SIPTO in the macro network. It can co-locate with a Home eNodeB for LIPA and SIPTO to the Home eNodeB Subsystem, or with an eNodeB for SIPTO in the macro network. It can also be implemented as a physically separate entity at the proximity of the UE’s point of attachment to the access network, i.e., a Home eNodeB or an eNodeB.

The “Local Breakout Support Function” bridges UE’s point of attachment to the access network with a SGi interface towards a defined nearby PDN. In order to maximize the reuse of existing functionality split and protocol stack, the “Local Breakout Support Function” can be realized/modelled as a condensed/co-located Serving GW and PDN GW. That is, the “Local Breakout Support Function” consists of Serving GW and PDN GW functionalities, so that a local PDN connection can be established for LIPA or SIPTO towards the defined nearby PDN. 

Figure 1 illustrates the “Local Breakout Support Function” in an architecture reference model for LIPA and SIPTO.

· When there is no LIPA or SIPTO, traffic goes through Serving GW and PDN GW in the core network, as shown by the brown path. 

· When LIPA or SIPTO is enacted, all traffic goes through the L-SGW in the “Local Breakout Support Function”, as shown by the green path. 

· The LIPA or SIPTO traffic further goes through the L-PGW towards the defined nearby PDN, as shown by the red path.

· The non-LIPA and non-SIPTO traffic goes through the PDN-GW in the core network, as shown by the blue path.
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Figure 1 Reference Architecture to Support Local IP Access and Selected IP Traffic Offload

In this architecture reference model, the existing architectural principle, regarding a single Serving GW to serve the particular UE, is preserved: Serving GW in the core network is used, if LIPA or SIPTO is not enacted; and L-SGW in the “Local Breakout Support Function” is used, if LIPA or SIPTO is enacted. A Serving GW relocation will be needed, when transitioning from the state where there is no LIPA nor SIPTO enacted to the state where there is LIPA and/or SIPTO enacted. There is a S11 interface between the L-SGW in “Local Breakout Support Function” and the MME.  
The current paging procedure is fully re-used. If LIPA and/or SIPTO are enabled, the L-SGW in the “Local Breakout Support Function” buffers the downlink packets for both LIPA/SIPTO traffic and non-LIPA/SIPTO traffic, and contacts MME with a Downlink Data Notification message to enable the paging of the UE.

Both UE requested and network initiated LIPA/SIPTO establishment procedures can be developed by reusing the UE requested ESM procedures and the network initiated ESM procedures, respectively, with minimal changes. UE requested LIPA/SIPTO establishment procedure is useful for Home eNodeB Subsystem, where the user may want to provide instructions on his/her desire to use LIPA/SIPTO for certain applications. Network initiated LIPA/SIPTO establishment procedure is useful when there is no need of any user interaction, e.g., the redirection in the macro network of an ongoing application traffic from the operator’s core network to a defined nearby PDN.

When LIPA and/or SIPTO become available, MME provides UE with an indication, possibly with the information of the defined PDN, which is close to UE’s point of attachment to the access network. Some QoS and/or traffic flow related parameters may also be included, which provide guideline on what kind of application traffic should be diverted through the defined PDN. UE may alert the user of the availability of LIPA and/or SIPTO opportunity. UE can reuse “multiple-PDN support” procedure to establish a local PDN connection towards the nearby PDN, and to maintain simultaneous access to the operator’s core network. After PDN connectivity is established towards the nearby PDN, UE requested bearer resource modification procedure can be reused to establish appropriate bearers to divert selected IP traffic through the defined nearby PDN, and to free resources in operator’s core network.

In the network initiated LIPA/SIPTO establishment procedure, the network first selects the kind of application traffic to be diverted through the nearby PDN, e.g., based on a user’s subscription and tariff information. It then applies a series of organized ESM transactions, possibly including consecutive steps of PDN connectivity setup and EPS bearer modification, to bind the selected traffic with the appropriate bearer towards the defined IP network.
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