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Abstract of the contribution: 

1 Introduction
In the SA2 #72 meeting, two P-CRs were approved as solutions for the LIPA architecture baseline, and In the the SA2 #73 meeting, two CRs were discussed. This contribution presents two solutions which support an efficient data path for LIPA and paging for LIPA traffic to the idle UE. The design principles for the target LIPA solution are:

- To meet all requirement from SA1

- To provide an efficient data path for LIPA service 
- To minimize an impact on the existing core network including, CN, UE

This paper considers two proposals [1] and [2], and provides a comparison. After discussion, it is hoped that an preference can be selected so that we can provide an evaluation section to conclude on this issue.

This paper is formed as a P-CR to 23.830 but can be reworked as a P-CR to a new LIPA TR if this is appropriate.
2 Discussion 

There are three potential architectures based on agreement, the first one uses the HeNB collocated with L-SGW and L-PGW, the second uses the HeNB collocated with full S-GW and L-PGW, and the third uses the HeNB collocated with L-PGW and uses the macro S-GW. 
The first proposal is to use the third with an additional efficient path for LIPA for the active UE like the direct tunnel between GGSN and RNC as seen in figure 1

[image: image1]
The second proposal assigns S-GW functionality in the HeNB.

2.1 Proposal 1

2.1.1 How to establish the LIPA direct tunnel 
When an UE requests an additional PDN connection for LIPA and the MME shall establish the LIPA-direct tunnel for LIPA within HeNB and dormant user plane connecting P-GW and macro S-GW. The dormant user plane over S5 is not used for the active UE. When the RABs assigned for LIPA and S1-AP is also released, the direct tunnel between P-GW and HeNB is released and the dormant user plane over S5 becomes active. When the UE becomes active again via the HeNB that provides LIPA service for the UE, MME shall establish the LIPA direct tunnel again and shall let user plane over S5 dormant. Regardless of UE’s status (idle or active), the control plane is established connecting S1-MME, S11 between MME and macro S-GW, and S5 between S-GW and P-GW on HeNB, and hence the MME handles only one S-GW and all session management procedures are executed as they are in rel-9. 


[image: image2]
FFS : Whether the UE is allowed to perform Attach to LIPA PDN connection or not is FFS

2.1.2 How to perform paging
When an UE becomes idle, the LIPA direct tunnel is released and the dormant user plane over S5 becomes active. Hence, the downlink data for the idle UE via P-GW on HeNB for LIPA arrives at S-GW and the network triggered service request procedure is performed. After the UE answers the paging and becomes active again, the LIPA direct tunnel is established again. 
2.1.3 How to support mobility when UE moves out of HeNB area

When UE moves out of HeNb area, it is suggested that only NON-LIPA service shall maintain the service continuity. For the case of UE with LIPA service, the bearers for supporting LIPA service shall be released, the bearers for supporting non LIPA services shall be maintained.
2.1.4. Conclusion to Proposal 1
We propose to add the corresponding changes to this proposal to TR 23.830 or the LIPA TR that supersedes it for the LIPA topic.
2.2. Proposal 2

In this architecture alternative, the S-GW function is assigned to the HeNB.

2.2.1. Functions of the HeNB

PGW function:

In order for HeNB routing the traffic locally to home devices or to the internet directly, the PGW function shall be supported. The functions of PGW include:

-  Per-user based packet filtering (by e.g. deep packet inspection);

-
Lawful Interception (FFS);

-
UE IP address allocation;

-
Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;
-
UL and DL rate enforcement based on APN-AMBR
(e.g. by rate policing/shaping per aggregate of traffic of all SDFs of the same APN that are associated with Non-GBR QCIs);

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
packet screening.

SGW function:

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW);

-
ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure;

-
Lawful Interception (FFS);

-
Packet routeing and forwarding;

-
Transport level packet marking in the uplink and the downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;
2.2.2 How to perform paging:

In order to support paging, the function of collocated SGW in HeNB shall support function of ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure.

In order to limit impact to current standards, it is suggested to support the SGW collocated with HeNB to manage the user context for LIPA service and non LIPA service, as long as there is LIPA service activated. Further, it is suggested that only one SGW will be assigned per UE.

Therefore, the paging procedure can still reuse the current procedure for SAE. The MME manages the UP path for HeNB with LIPA service. 
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The drawback of this solution is that when UE moving out of HeNB area, the S-GW shall be relocated from the Serving GW in the HeNB to the Serving GW in the CN.

2.2.3 How to support mobility when UE moves out of HeNB area
When UE moves out of HeNB area, it is suggested that only NON-LIPA service shall maintain the service continuity. For the case of UE with LIPA service, the bearers for supporting LIPA service shall be released, the bearers for supporting non LIPA services shall be maintained.

2.2.4. Conclusion to Proposal 2

We propose to add the following changes as a possible alternative to support LIPA from the HeNB. This text could be added to TR 23.830 or the LIPA TR that supersedes it for the LIPA topic.
2.3 Comparison between proposals

Proposal 1 uses a direct tunnel mechanism for LIPA and does not require S-GW functionality in the H(e)NB. For support of an idle mode terminal, the UP path is switched from the direct tunnel to a S5 to the S-GW in the EPC. Paging occurs as a result of forwarding data to this S-GW. 

Assigning S-GW functionality to the HeNB, as described in Proposal 2, allows normal paging mechanisms to be used however it requires S-GW relocation when the UE moves from HeNB coverage.
Referencess
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* * * First Change * * * *
6.3.9
Support for Local IP Access

6.3.9.1
Description
This section addresses the architecture issues related to support for Local IP Access (LIPA) to the home based network and to the Internet.

The requirements for support of LIPA to the home based network and to the Internet are defined in section 5.1.7 and section 5.1.8, respectively.

6.3.9.2
Solutions

6.3.9.2.1
Solutions covering both LIPA to the Internet and to the home-based network

6.3.9.2.1.1
Solution 1: Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
6.3.9.2.1.1.1
Architectural principles

Common principles applying to both UMTS and EPS:

· Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
· Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections
· For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB

· For non-LIPA traffic, P-GW/GGSN is located within the core network

· Local IP access PDN can be identified by a well-defined APN

· Mobility management signalling between UE and network is handled in the core network

· Session management signalling (Bearer setup, etc.) for non-LIPA traffic terminates in the core network

· Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network 

Additional principles applying to UMTS only:

Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network

6.3.9.2.1.1.2
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

Note: Whether further open issues exist is FFS.

Common open issues applying to both UMTS and EPS:

· Whether the H(e)NB provides Legal Intercept (LI) functionality

· Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

· Whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

· Whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)

Open issues applying to UMTS only:

· Location of LIPA session management
Open issues applying to EPS (LTE and S4-based UMTS) only:

· Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

· S11 interface to the HeNB to manage bearer setup for LIPA
6.3.9.2.1.1.x 
   6.3.9
Support for Local IP Access

6.3.9.1
Description
This section addresses the architecture issues related to support for Local IP Access (LIPA) to the home based network and to the Internet.

The requirements for support of LIPA to the home based network and to the Internet are defined in section 5.1.7 and section 5.1.8, respectively.

6.3.9.2
Solutions

6.3.9.2.1
Solutions covering both LIPA to the Internet and to the home-based network

6.3.9.2.1.1
Solution 1: Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
6.3.9.2.1.1.1
Architectural principles

Common principles applying to both UMTS and EPS:

· Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
· Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections
· For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB

· For non-LIPA traffic, P-GW/GGSN is located within the core network

· Local IP access PDN can be identified by a well-defined APN

· Mobility management signalling between UE and network is handled in the core network

· Session management signalling (Bearer setup, etc.) for non-LIPA traffic terminates in the core network

· Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network 

Additional principles applying to UMTS only:

Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network

6.3.9.2.1.1.2
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

Note: Whether further open issues exist is FFS.

Common open issues applying to both UMTS and EPS:

· Whether the H(e)NB provides Legal Intercept (LI) functionality

· Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

· Whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

· Whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)

Open issues applying to UMTS only:

· Location of LIPA session management
Open issues applying to EPS (LTE and S4-based UMTS) only:

· Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

· S11 interface to the HeNB to manage bearer setup for LIPA
6.3.9.2.1.1.x 
   Alternative 1 for detailed principles 

The alternative 1 uses the HeNB collocated with L-PGW and the macro S-GW. In addition for an efficient LIPA data path, the alternative 1 establishes an additional efficient path for LIPA (LIPA direct tunnel) for the active UE like the direct tunnel between GGSN and RNC. 
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How to establish the direct path
When an UE requests an additional PDN connection for LIPA and the MME shall establish the LIPA-direct tunnel for LIPA within HeNB and dormant user plane connecting P-GW and macro S-GW. The dormant user plane over S5 is not used for the active UE. When the RABs assigned for LIPA and S1-AP is also released, the direct tunnel between P-GW and HeNB is released and the dormant user plane over S5 becomes active. When the UE becomes active again via the HeNB that provides LIPA service for the UE, MME shall establish the LIPA direct tunnel again and shall let user plane over S5 dormant. Regardless of UE’s status ( idle or active), the control plane is established connecting S1-MME, S11 between MME and macro S-GW, and S5 between S-GW and P-GW on HeNB, and hence the MME handles only one S-GW and all session management procedures are executed as they are in rel-9. 


[image: image5]
FFS : Whether the UE is allowed to perform Attach to LIPA PDN connection or not is FFS

How to perform paging
When an UE becomes idle, the LIPA direct tunnel is released and the dormant user plane over S5 becomes active. Hence, the downlink data for the idle UE via P-GW on HeNB for LIPA arrives at S-GW and the network triggered service request procedure is performed. After the UE answers the paging and becomes active again, the LIPA direct tunnel is established again. 

How to support mobility when UE moves out of HeNB area
When UE moves out of HeNb area, it is suggested that only NON-LIPA service shall maintain the service continuity. For the case of UE with LIPA service, the bearers for supporting LIPA service shall be released, the bearers for supporting non LIPA services shall be maintained.
6.3.9.2.1.1.y  Alternative 2 for detailed principles
In this architecture alternative, the GWs function are assigned to the HeNB.
PGW function:

In order for HeNB routing the traffic locally to home devices or to the internet directly, the PGW function shall be supported. The functions of PGW include:

-  Per-user based packet filtering (by e.g. deep packet inspection);

-
Lawful Interception (FFS);

-
UE IP address allocation;

-
Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;
-
UL and DL rate enforcement based on APN-AMBR
(e.g. by rate policing/shaping per aggregate of traffic of all SDFs of the same APN that are associated with Non-GBR QCIs);

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
packet screening.

SGW function:

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW);

-
ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure;

-
Lawful Interception (FFS);

-
Packet routeing and forwarding;

-
Transport level packet marking in the uplink and the downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

In order to support paging, the function of collocated SGW in HeNB shall support function of ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure.

In order to limit impact to current standards, it is suggested to support the SGW collocated with HeNB to manage the user context for LIPA service and non LIPA service, as long as there is LIPA service activated. Further, it is suggested that only one SGW will be assigned per UE.

Therefore, the paging procedure can still reuse the current procedure for SAE. The MME manages the UP path for HeNB with LIPA service. 
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The drawback of this solution is that when UE moving out of HeNB area, the S-GW shall be relocated from the Serving GW in the HeNB to the Serving GW in the CN.

When UE moves out of HeNB area, it is suggested that only NON-LIPA service shall maintain the service continuity. For the case of UE with LIPA service, the bearers for supporting LIPA service shall be released, the bearers for supporting non LIPA services shall be maintained.

* * * End of Change * * * *
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