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Abstract of the contribution: this contribution discusses architecture options for LIPA for HNB with Gn-SGSN for solution 1 alternative of the TR.
Introduction
This contribution tries to merge S2-093181 (Qualcomm) [3] with S2-093169 (Alcatel-Lucent) [4] principles for solution 1 architecture for LIPA for HNB with Gn-SGSN according to the May 07 conference call organized by Vodafone, and proposes some text for 23.830 in the solution 1 section.  
It should be noted that, even if this paper only deal with solution 1 (Specific PDN connection), both solution 1 and solution 2 (NAT) can coexist in HNB environment (HNB/HNB-GW). 

The S4 cases for both HNB and HeNB are not discussed in this paper.

LIPA for HNB with Gn-SGSN
MM functions

In order to avoid HSS interface to be in the HNB/HNB-GW (which is not desirable as the HSS can be in a roaming partner network), and also based on agreements reached at SA2#72, the MM functions of the SGSN should be in the Core network.

Architectural Principle 1: The MM functions of SGSN are in the Core SGSN.
SM functions

For non LIPA session management (SM), it is in the core SGSN, as usual. For LIPA session management, LIPA sessions should be terminated at the GGSN in the HNB. Having no involvement by the core SGSN whatsoever is not possible though as this would not allow the operator to enable or disable LIPA access via subscription checking. 

Architectural Principle 2: The SM functions of SGSN for LIPA and Non LIPA are in the Core SGSN, with SM for LIPA receiving special handling.

User Plane handling in connected mode
The SGSN for Non LIPA traffic is of course in the core.
Forcing all LIPA traffic to go via Core Network is contrary to the objective of LIPA. At least in connected mode LIPA traffic should remain in the HNB/HNB-GW.
Architectural Principle 3: For LIPA traffic, the User Plane does not go through the SGSN in connected mode.
User Plane handling in idle mode

When the UE is in idle mode and DL traffic is received from Local GGSN, the HNB can:

· either page locally for DL LIPA traffic and then trigger a Service Request to the Core SGSN. The Service Request sent to the Core SGSN as a response to paging will make the UE coming back to connected mode from SGSN standpoint. Paging with IMSI causes the MS to re-attach as described in subclause 4.7.9.1 of TS24.008, therefore it cannot be used. And (P)TMSI is not available in RAN anyhow.
· or send the DL traffic to the Core SGSN via Gn interface between the HNB/HNB-GW and the SGSN. When the SGSN receives a DL packet, it triggers a Paging to the UE and connects the HNB/HNB-GW local GGSN to the RAN as legacy Direct Tunnel feature. 
Architectural Principle 4: The paging function for LIPA traffic is located in the Core SGSN. The UE enters connected mode globally when the UE sends Service Request, under the control of SGSN.
Whether mobility is supported for LIPA traffic
Following principles come from S2-093181 (Qualcomm) [3]. 
While mobility is not necessarily a requirement, an operator may still wish to be able to support it based for example on customer requirements. One method to enable mobility for LIPA traffic is to enable a Gn/Gp interface from the L-GGSN to the SGSN in the core network. When the UE moves out of the coverage of the HNB, the SGSN establishes a tunnel from the Local GGSN to the SGSN/(RNC for direct tunnel) in the core network. 
An operator can determine whether mobility is enabled based on subscription. For example, the CSG subscription data information can indicate whether the UE mobility is supported for this CSG.

Architectural principle 5: Mobility is not required for LIPA traffic but may be supported by using the Gn/Gp interface from the Local GGSN to the SGSN in the core network.

Whether QoS for LIPA traffic is based on static policies
Following principles come from S2-093181 (Qualcomm) [3]. 

Since no QoS for LIPA traffic seems unacceptable for enabling some services, and dynamic PCC may pose a substantial burden on the core network and complexity in the HNB system, local QoS policy may be initially used to manage the establishment of PDP context while dynamic PCC may be considered in future releases.

 Architectural principle 6: Use static policy in the Local GGSN functions to manage the establishment of QoS resources (i.e. secondary PDP contexts) in Rel-9.
Proposed Changes to 23.830 V0.4.1
6.3.9.2.1
Solutions covering both LIPA to the Internet and to the home-based network

6.3.9.2.1.1
Solution 1: Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
6.3.9.2.1.1.1
Architectural principles

Common principles applying to both UMTS and EPS:

· Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
· Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections
· For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB

· For non-LIPA traffic, P-GW/GGSN is located within the core network

· Local IP access PDN can be identified by the requested APN

· All NAS signalling between UE and network is handled in the core network

· 
· Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network 
· The Core Network (MME/SGSN) is the entity that decides whether a PDN connection / PDP context is to be handled per LIPA behaviour (local PGW/GGSN in the H(e)NB environment) or per non LIPA behaviour (PGW/GGSN in the Core Network).
· When either MME/SGSN or H(e)NB does not support LIPA, the LIPA APN is handled as a regular (non LIPA) APN.
· Mobility (to macro-network and another H(e)NB) is not required for LIPA traffic but may be supported by using the S5/S8 interface from the L-PGW to the S-GW in core network or equivalently a Gn/Gp interface from the L-GGSN to the SGSN in the core network.
· QoS for LIPA traffic is based on static policies, i.e., no Gx to H(e)NB.
Additional principles applying to UMTS only:

· LIPA traffic does not go through the SGSN when UE is in connected mode.
· Downlink LIPA traffic is routed towards the Core SGSN when UE is in idle mode. The paging function for LIPA traffic is located in the Core SGSN. The UE enters connected mode globally when the UE sends Service Request, under the control of Core SGSN.
· The HNB behaviour is the same wrt routing of NAS signalling in both Gn-SGSN and S4-SGSN cases.
Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network
6.3.9.2.1.1.2
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

Note: Whether further open issues exist is FFS.

Common open issues applying to both UMTS and EPS:

· Whether the H(e)NB provides Legal Intercept (LI) functionality

· Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

· 
· 
Open issues applying to UMTS only:

· 
Open issues applying to EPS (LTE and S4-based UMTS) only:

· Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

· S11 interface to the HeNB to manage bearer setup for LIPA
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