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1. Introduction

This contribution proposes a starting point for a solution to support local IP access.
The following term is used throughout the paper:
Home Node: A generic term referring to the set of logical entities collocating with a HNB or HeNB.
2. Principles
In this paper we introduce a solution for Local IP Access which implies minimal changes to the core network architecture and basically no changes to the UE operations and procedures. It is indeed a key point for a success deployment of local IP access services that a solution of local IP access does not imply brand new procedures from a terminal perspective as stated in TS 22.220:

-
Pre-Rel 9 UEs should be able to use Local IP Access.
This solution minimizes the complexity of the terminal and the overall architecture.  
2.1 
PDN connection for Local IP Access 
In order for the UE to communicate with entities within the home network, an IP point of attachment needs to exist at the Home Node. 
For EPS, based on the current architecture and procedures in TS 23.401, providing an IP point of attachment implies the creation of a PDN connection and the termination of a SGi reference point in the node which provides the IP point of attachment (i.e. PDN GW). 
Therefore, in order to model the local IP access connectivity as any other connectivity provided to the UE and in this way minimizing the architectural impacts,  the functionality of providing an IP point of attachment for local IP access in the Home Node can be modeled by introducing a SGi-like reference point which is terminated at the Home Node itself. This SGi-like reference point is used only for the PDN connection which corresponds to Local IP Access traffic and therefore is referred as L-SGi in the rest of the paper. 

Based on the previous considerations, let's assume that the Home Node needs to provide an IP point of attachment for local IP access and a L-SGi reference point; to enable this, the Home Node needs to assign the UE an IP address for the locally routed traffic from the Home Node, i.e., providing a new IP address to the UE for Local IP Access traffic. Looking at TS 23.401 the only network element which can assign an IP address is the PDN GW. 
Therefore, still with the intent of maximizing the reuse of the existing EPS design and procedures, a subset of a PDN GW entity should be placed within the Home Node. This subset of PDN-GW functions is referred in this paper by term Local PDN Gateway (L-PGW). The functions that this L-PGW needs to support are only related to the PDN connection for the local IP access and to the IP address assignment and can be summarized as follows:

-
UE IP address allocation;
-
DHCPv4 (server and client) and/or DHCPv6 (client, relay and server) functions; 
-
Neighbor discovery, etc. as defined in RFC 4861; and
-
Forwarding local IP Access traffic.
This is again in line with the fact that PDN GW is the only entity in the EPS architecture which terminates a SGi reference point in EPS; modeling the Home Node which terminates the L-SGi with an entity called L-PGW helps maintaining the same reference model we have in 23.401 and 23.402.

NOTE: 
The L-PGW does not implement all functions and does not terminate all the reference points described in 23.401 and 23.402 for a PDN GW. For example it does not provide any HA or LMA functionality.  
Proposal 1: Define a Local PDN GW (L-PGW) function that uses a subset of the PDN-GW functions in EPS and which terminates the Local SGi (L-SGi) reference point at the Home Node for the PDN connection associated with the Local IP Access.

Looking at the HNB aspects and at the UMTS architecture, the very same considerations apply. The GGSN is the only entity which provides an IP address in the architecture and therefore it is natural to model the local IP access PDN connection by introducing a subset of GGSN functions in the Home Node. The term Local GGSN (L-GGSN) is used for this purpose.

Proposal 2: Define a Local GGSN (L-GGSN) function that uses a subset of the GGSN functions in PS and which terminates the Local Gi (L-Gi) reference point at the Home Node for the PDN connection associated with the Local IP Access.

2.2 
Interfaces to the core network

Once a L-PGW or L-GGSN functionality is introduced in the Home Node, it is important to understand which core network reference points are terminated in the Home Node due to this. The interfaces to the core network may be needed to perform procedures such as PDN connectivity establishment for the Local IP access or Bearer Establishment for the Local IP PDN connection.
For UMTS, it is possible to define a subset of a SGSN entity to enable these functionalities for local IP access. We refer to it as the L-SGSN. The L-SGSN supports the local session management (SM) procedures for the Local IP access traffic. No interfaces are then needed to the core network to support Local IP Access traffic and their respective QoS/bearer procedures. The L-SGSN can intercept all SM procedures related to the Local IP Access PDN connectivity and perform them locally; as an example the L-SGSN can intercept an Activate PDP Context Request to the "Local IP Access APN" and provide that PDN connectivity locally. Note that this is indeed correct as per SA1 requirement in TS 22.220 that the Local IP Access PDN connectivity is not authorized per UE but per H(e)NB. Note also that this is completely transparent at the UE which will see a single entity as processing all NAS messages. 
NOTE :
The L-SGSN does not implement all functions for a macro SGSN. For example it does not provide any MM functionality or any SM functionality for the PDN connections which are different from the Local IP PDN connection.   

Proposal 3: Define a L-SGSN function in the Home Node which terminates the SM signaling for the Local IP Access PDN connectivity.
For EPS, a similar solution is not possible. In fact the NAS signaling is encrypted and can be decrypted only by the MME. Therefore there is no way to proxy the MME functionality in the Home Node or anywhere in the RAN. Therefore, an S11 interface is needed to the core network to set up the PDN connectivity and manage the bearers.

In the 23.401 architecture, the S11 interface is between a Serving GW (SGW) and the MME since the PDN GW connects to the E-UTRAN and to MME via a SGW. This would hint to locate a L-SGW in the Home Node. However since the primary function of the SGW is a mobility anchor point in the 23.401 architecture and no mobility is required for local IP access, it does not seem necessary to define a L-SGW function in the home node. 

Based on this consideration it seems cleaner to model the Home Node with the L-PGW having a direct connection to the HeNB function in the Home Node, analogous to the direct tunnel between the GGSN and RNC in UTRAN. Similarly the S11 interface to the Home Node is a direct interface to the L-PGW function, i.e., the L-S11 interface is a subset of the S11 interface but from the MME to the L-PGW.

Proposal 4: Define a L-S11 interface between the L-PGW and the MME.

An additional interface to consider to the core network is between the PDN-GW or GGSN and the PCRF to support dynamic authorization of resources (i.e. dynamic QoS rules authorization). However, when thinking of QoS in the context of local IP connectivity, three possible choices exist for QoS namely:

-
No QoS support for local IP Access traffic.
-
QoS support for local IP Access traffic with authorization managed in the L-PGW or L-GGSN function of the home node based on static QoS policy, i.e., local QoS policy is used to manage the establishment of secondary PDP context so that no additional interfaces to the core network are needed to manage QoS.
- 
QoS support for Local IP Access traffic with authorization managed dynamically in the core network using PCC. This requires an interface between the PCRF and each Home Node.
Since no QoS for local IP Access traffic seems unacceptable for enabling some services for local IP Access, and dynamic PCC may pose a substantial burden on the core network and complexity in the Home Node, local QoS policy may be initially used to manage the establishment of PDP context while dynamic PCC may be considered in future releases.

 Proposal 5: Use local QoS policy in the L-PGW and L-GGSN functions to manage the establishment of PDP context so that no additional interfaces to the core network are needed to manage QoS.
2.3 
MME/L-SGSN functionality to support the Local IP Access

The MME/L-SGSN functionality to support the Local IP Access is as follows:
-
The MME/L-SGSN receives the request from the UE via NAS for the Local IP access PDN connectivity

-
The APN used for the Local IP access PDN connectivity shall be a well defined name, e.g., “LocalIPAccessAPN”, so that MME/L-SGSN can recognize that this is a request for Local IP access
-
In the case of an MME:

-
The MME forwards any S11 related requests for the “LocalIPAccessAPN” PDN connectivity through the L-S11 interface
-
The MME continues to use the regular S11 interface to the SGW for all other PDN connections.
-
In the case of an L-SGSN:

-
The L-SGSN shall process the SM messages and respond to the UE NAS messages related to the PDP context for the “LocalIPAccessAPN”
-
The L- SGSN shall forward all other UE NAS messages to the SGSN.
Defining an L-SGSN eliminates the burden on the CN to support local IP traffic signaling and ensures a fast session setup for local IP access service. The SGSN still handles all core network signaling, so there is no need for HNB to support a MAP interface since the L-SGSN only handles SM signaling and not MM signaling.  

Proposal 6: Define special procedures for redirecting S11 traffic at the MME related to the Local IP access PDN connectivity to the L-S11 interface for the Home Node.
3. Proposal

The following changes are proposed to TR 23.830 v0.3.0.
* * * First Change * * * *
6.3.9
Support for Local IP Access to the home based network
6.3.9.1
Description
This section addresses the architecture issues related to support for Local IP Access to the home based network

The requirements for support of Local IP Access to the home based network are defined in section 5.1.7. 

6.3.9.2
Solutions
6.3.9.2.x
Solution X: Local IP Access traffic 
This subclause introduces a solution for Local IP Access which is applicable to both EPS and UMTS traffic. The two cases are shown separately in the following subclauses. 

The following term is used in this section:

Home Node: A generic term referring to the set of logical entities collocating with a HNB or HeNB
6.3.9.2.x.1
Solution X for UMTS 
The following are the principles of this solution:

-
Local IP access is enabled by placement of some of the functionality of the GGSN for the locally routed traffic inside the Home Node:

-
The subset of GGSN function within Home Node is referred as the Local GGSN (L-GGSN).

-
For CN routed traffic, the IP address is assigned by the GGSN in the operator’s core network.

-
For locally routed traffic the L-GGSN within Home Node assigns a local IP address for the UE.

-
Session management (SM) procedures for the Local IP access traffic are enabled by placement of some of the functionality of the SGSN for the locally routed traffic inside the Home Node:

- 
The subset of SGSN function within Home Node is referred as the Local SGSN (L-SGSN). 
-
No interfaces are needed to the core network to support session management for the local IP access traffic
-
The APN used for the Local IP access PDN connectivity shall be a well defined name, e.g., “LocalIPAccessAPN”, so that L-SGSN can recognize that this is a request for Local IP access
-
The L-SGSN shall process the SM messages and respond to the UE NAS messages related to the PDP context for the “LocalIPAccessAPN”

-
The L- SGSN shall forward all other UE NAS messages to the SGSN.
Editor’s Note: Not all functions defined for the GGSN/SGSN are required in the L-GGSN/L-SGSN. The complete list of functions required is FFS.
-
Local QoS policy is used to manage the establishment of PDP context so that no additional interfaces to the core network are needed to manage QoS.
The benefits for this approach are as follows:
-
Allows for deployment of Local IP Access with no change at the legacy UMTS network
-
No protocol changes/development from the Release 8 architecture
-
Allows pre-Rel-9 UEs to utilize Local IP access connectivity

-
Supports QoS

-
Allows fast local IP session setup
Figure 6.3.9.2.2.x.1-1 shows the architecture reference model for this solution
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Figure  6.3.9.2.x.1-1. Architecture Diagram for Local IP access in UMTS System 

6.3.9.2.x2
Solution X  for EPS
The following are the principles of this solution:

-
Local IP access is enabled by placement of some of the functionality of the P-GW for the locally routed traffic inside the Home Node:

-
The PDN GW function within Home Node is referred as the Local PDN GW (L-PGW).

-
For EPC routed traffic the IP address is assigned by the P-GW in the operator’s core network.
-
For Local IP Access traffic the IP address is assigned by the L-PGW in the Home Node.

Editor’s Note: Not all functions defined for the P-GW are required in the L-PGW. The complete list of functions required is FFS.
-
An L-S11 interface between the L-PGW and the MME is used to enable PDN connectivity and bearer setup.

-
The APN used for the Local IP access PDN connectivity shall be a well defined name, e.g., “LocalIPAccessAPN”, so that MME can recognize that this is a request for Local IP access
-
The MME forwards any S11 related requests for the “LocalIPAccessAPN” PDN connectivity through the L-S11 interface

· MME continues to use the regular S11 interface to the SGW for all other PDN connections

-
Local QoS policy is used to manage the establishment of PDP context so that no additional interfaces to the core network are needed to manage QoS.
The benefits for this approach are as follows:
-
Allows for deployment of Local IP Access with minimal change at the MME and no other change in the Rel-8 EPS network

-
No protocol changes/development from the Release 8 architecture

-
Allows Rel-8 UEs to utilize Local IP access connectivity

-
Supports QoS

Figure 6.3.9.2.2.x.2-1 shows the architecture reference model for this solution
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Figure 6.3.9.2.x.2-1. Architecture Diagram for Local IP access based on 23.401 
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