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Introduction
This document describes one proposal for a mechanism for providing the fundamental components of “Local IP access in the home based network” and “local IP access to the Internet”, as described in sections 5.8 and 5.9 of TS 22.220.
It is suggested that it is documented in TR 23.830 and its advantages/disadvantages compared to other proposals.

Note: 
while Vodafone view it as important to find a good solution to the home cell local breakout issue, Vodafone has not yet concluded whether the solution described in this paper is our preferred solution.

Description of Proposed Solution
This solution is a common solution for both “Local IP access in the home based network” and “local IP access to the Internet”.

In order to minimise the impacts on existing infrastructure, deployed mobiles and specifications, it is suggested that:

a) for the data flows requiring local breakout, the GGSN/PDN-GW is located within the Home (e)NodeB, i.e. the Home (e)NodeB allocates the IP address.
b) owing to the location of the PDN-GW within the Home (e)NodeB, the Serving GW is also located within the Home (e)NodeB.

c) for the data flows NOT using local breakout, the GGSN/PDN-GW is located in the operator’s core network, and the operator allocates the IP address.

d1) for the data flows NOT using local breakout, mobility into and out of the Home (e)NodeB involves Serving GW relocation.

d2) for the data flows using local breakout, mobility out of the Home (e)NodeB leads to release of that Bearer/PDP context. To limit the unnecessary interruption of the local breakout bearers, the Radio Resource Management function within the Home (e)NodeB should be aware that Local BreakOut is in use.

e) Whether or not radio interface QoS is required should be studied further. Given the relative capacities of the HSPA and LTE radio interfaces and DSL, it is not obvious that the radio network will be the bottleneck. 
f) QoS for uplink data transmission from the Home (e)NodeB onto the DSL line out of the house may well be required. However, the data flows requiring high QoS are those that are likely to use a GGSN/PDN-GW located in the core network. Hence the network can provide the QCIs of these flows to the Home (e)NodeB.
g) For Local Access to the Internet, the DSL provider/ISP is assumed to be responsible for Legal Interception. The VPLMN operator may need to co-operate with the ISP in order to provide the mapping from MSISDN to IP address. This may require some new signalling from the Home (e)NodeB to S4-SGSN/MME to ensure that the S4-SGSN/MME is aware of every IP address/prefix that is in use.
h) In the Gn/Gp architecture, inbound roamers are supported by routeing the Home-GGSN’s traffic through the SGSN (as is normal with the release 7 “direct tunnel” feature). In the EPS architecture, the support of inbound roaming subscribers may require the support of a “chained gateway” scenario.

Proposal

It is proposed that the following updates are made to TR 28.830 v0.3.1.
Acknowledgement: 
the base artwork for the diagram and some of the text has been copied from S2-087493/S2-092308 (source: Qualcomm Europe), and then modified.
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6.3.9
Support for Local IP Access to the home based network
6.3.9.1
Description
This section addresses the architecture issues related to support for Local IP Access to the home based network

The requirements for support of Local IP Access to the home based network are defined in section 5.1.7. 

6.3.9.2
Solutions
6.3.9.2.y
Solution Y: Local IP Access traffic 
This subclause introduces a solution for Local IP Access which is applicable to both E-UTRAN and UMTS traffic.

In order to minimise the impacts on existing infrastructure, deployed mobiles and specifications, it is proposed that:

a) for the data flows requiring local breakout, the GGSN/PDN-GW is located within the Home (e)NodeB, i.e. the Home (e)NodeB allocates the IP address.

b) owing to the location of the PDN-GW within the Home (e)NodeB, the Serving GW is also located within the Home (e)NodeB.

c) for the data flows NOT using local breakout, the GGSN/PDN-GW is located in the operator’s core network, and the operator allocates the IP address.

d1) for the data flows NOT using local breakout, mobility into and out of the Home (e)NodeB involves Serving GW relocation.

d2) for the data flows using local breakout, mobility out of the Home (e)NodeB leads to release of that Bearer/PDP context. To limit the unnecessary interruption of the local breakout bearers, the Radio Resource Management function within the Home (e)NodeB should be aware that Local BreakOut is in use.

e) Whether or not radio interface QoS is required should be studied further. Given the relative capacities of the HSPA and LTE radio interfaces and DSL, it is not obvious that the radio network will be the bottleneck. 

f) QoS for uplink data transmission from the Home (e)NodeB onto the DSL line out of the house may well be required. However, the data flows requiring high QoS are those that are likely to use a GGSN/PDN-GW located in the core network. Hence the network can provide the QCIs of these flows to the Home (e)NodeB.

g) For Local Access to the Internet, the DSL provider/ISP is assumed to be responsible for Legal Interception. The VPLMN operator may need to co-operate with the ISP in order to provide the mapping from MSISDN to IP address. This may require some new signalling from the Home (e)NodeB to S4-SGSN/MME to ensure that the S4-SGSN/MME is aware of every IP address/prefix that is in use.
h) In the Gn/Gp architecture, inbound roamers are supported by routeing the Home-GGSN’s traffic through the SGSN (as is normal with the release 7 “direct tunnel” feature). In the EPS architecture, the support of roaming subscribers may require the support of a “chained gateway” scenario.
The benefits for this approach are as follows:
-
Allows for deployment of Local IP Access (to both the Home Network and Internet) with no change of the legacy Gn/Gp network (assuming Direct Tunnel is utilised) or release 8 EPS.
-
No protocol changes/development from the Release 8 Gn/Gp architecture.
-
Allows pre-Rel-9 UEs to utilize Local IP access connectivity.
Figure 6.3.9.2.y-1 shows the architecture reference model for the Gn/Gp variant of this solution. Figure 6.3.9.2.y-2 shows the architecture reference model for the S4/EPS variant of this solution
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Figure  6.3.9.2.y-1. Architecture Diagram for Local IP access in Gn/Gp SGSN based system 
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Figure  6.3.9.2.y-2 Architecture Diagram for Local IP access in EPS 

6.3.9.3
Evaluation

6.3.10
Support for Local IP Access to the Internet 

6.3.10.1
Description
This section addresses the architecture issues related to support for Local IP Access to the Internet

The requirements for support of Local IP Access to the Internet are defined in section 5.1.8. 

6.3.10.2
Solutions
6.3.10.2.y
Solution Y: Local IP Access to the Internet 
The solution in subclause 6.3.9.2.y is also applicable to “Local IP access to the Internet”.

6.3.10.3
Evaluation
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