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Abstract of the contribution: This contribution explores possible enhancement to the existing IMS architecture regarding simplicity, reliability and scalability especially for those operators, who deploy IMS networks across multiple domains.
*** PCR starts***
Proposed Changes:
5.y Architectural Improvements for Multiple Domains of One Operator
5.y.1 Current Design - One Operator holding Multiple Domains
For an operator with a high number of subscribers (e.g., 400+ million), IMS network is usually deployed across multiple domains. If any UE roams between multiple domains of the same operator, a S-CSCF in home domain will be assigned for registration and service control. A typical registration scenario is as follows (e.g., UE1 is roaming).
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A typical session setup scenario is as follows (both originating UE1 and terminating UE2 are roaming between multiple domains of one operator). Therefore, network entities in maximum four domains are supposed to get involved to handle session setup and thus seems a little complicated and inefficient to some extent. 
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5.y.2 Simplified Design - One Operator holding Multiple Domains
As shown in Figure3, the simplified design weakens the home control of session and introduces the possibility of visited control of session so that the session control between multiple domains of one operator could be simplified. Distributed HSS (D-HSS) is introduced to integrate HSS entities across multiple domains, so HSS entities across multiple domains could be viewed as a single logical entity. Therefore, the I/S-CSCF originally belonging to one of the scattered domains can easily access the subscriber data of the UEs in the other domains. Session control is simplified and enhanced due to the following changes.
· D-HSS is introduced to overcome HSS capacity bottleneck, improve HSS fault-tolerance capabilities, and meanwhile reduce operation and maintenance cost (OPEX).
· The functionalities performed by P/I/S-CSCF defined in 3GPP Rel. 8 could be simplified by combining P/I/S-CSCF into one entity, tentatively called Access-CSCF (A-CSCF), with possible slight modifications (e.g., the Mw interfaces between P-CSCF, I-CSCF and S-CSCF could be internalized) , which might be related to implementation.
· LDF dynamically collects the load information of A-CSCFs, (e.g., CPU and Memory Usage, currently supported number of users, or service related factors) for CSCF load balancing and fault-tolerance. 
Editor’s note: Whether LDF can be integrated or deployed with DNS and how to realize the combination is FFS.
When the UE1 (showed in Fig. 3) roams between multiple domains, during initial registration LDF could be utilized to select a relatively low-load A-CSCF for session control; when the UE1 initiates an IMS call (showed in Fig. 4), its A-CSCF can access a HSS node in the local domain to obtain the A-CSCF address of terminating UE.
No matter where UE roams between multiple domains, UE is able to register on A-CSCF in local domain. As a result, the visited control of sessions enables the signalling flows to be reduced to some extent.
Similarly multiple operators could reach an agreement that HSS entities between multiple operators can be integrated and viewed as a single logical entity and thus the subscriber data could be shared across multiple operators. For example, the UE, which belongs to operator 1, can register on A-CSCF for registration and session control in the visited domain of other operators, e.g., operator 2. If the A-CSCF is overloaded or fails, it can be replaced by another A-CSCF through LDF selection.
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5.y.3 Registration Information Flow
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1. The UE sends a request for a low-load A-CSCF to DNS with LDF functionality.
2. DNS responds to the UE with the address of a low-load A-CSCF.

3. The UE sends register with the A-CSCF (assumed that all A-CSCFs have the same server capabilities).

4. The A-CSCF sends MAR message to local D-HSS node for authorization information.

5. Local D-HSS node sends a query for the authorization information to home D-HSS node of the UE.

Editor’s note: The normative work on the interfaces between Distributed HSS entities is FFS.
6. Home D-HSS node responds to Local D-HSS node with authorization information.

7. Local D-HSS node sends MAA message with authorization information to A-CSCF node.

8. The A-CSCF responds to the UE with 401 (Unauthorized).
9-14. Existing Rel-8 procedures are followed.
5.y.4 Session Setup Information Flow


[image: image6]
1. The UE sends a Register request to A-CSCF1 to initiate an IMS call.
2. After handling the originating services, the A-CSCF1 checks if the terminating UE2 belongs to other domain of the same operator as UE1. If yes, A-CSCF1 still sends LIA to D-HSS node in local domain for the A-CSCF address of the terminating UE.
3. Local D-HSS node sends a query to home D-HSS node of the UE2 for the terminating A-CSCF address.
Editor’s note: The normative work on the interfaces between Distributed HSS entities is FFS.
4. Home D-HSS node responds to Local D-HSS node with the terminating A-CSCF address of UE2.

5. Local D-HSS node sends back to A-CSCF1 with the terminating A-CSCF address of UE2.

6. The A-CSCF1 forwards Invite request to the terminating A-CSCF to proceed the call.
7-10. Existing Rel-8 procedures are followed.
5.y.5 A-CSCF Fault-tolerance Information Flow

[image: image7]
1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load informaiton of S-CSCFs.
Editor's Note: Whether it would be better for the A-CSCFs to provide load information periodically or only on threshold crossings, or for the LDF to query load information on a periodic basis is FFS.

2. UE finds that the serving A-CSCF1 fails by some detection mechanism (e.g., UE doesn’t receive response after sending re-register request or any other SIP requests).
3. UE sends request to DNS for an optimal backup A-CSCF.
4-5. Existing Rel-8 re-registration procedures are followed.
*** PCR ends***
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Fig.1. Registration procedure when UE roams in multiple domains of one operator
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Fig.2. Session setup procedure when both originating and terminating UEs roam in multiple domains of one operator
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Fig.4. Session setup procedure when both originating and terminating UEs roam in multiple domains of one operator
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Fig.3. Registration procedure when UE roams in multiple domains
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Fig.5. Registration Information flow
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Fig.6. Session Setup Information Flow





Fig.7. A-CSCF Fault-tolerance Information Flow
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