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1. Introduction

This contribution describes some potential service anomalies associated with performing CSG access control in the CN and the proposed OMA-DM based management of the “Allowed CSG List” (ACL).

As described in [1] and [4], access to CSG cells (HNB for 3G or HeNB for EPS) is restricted by default i.e. the HNB or HeNB operates in a closed access mode. For such restricted CSG cells, only members of the CSG (user group) are allowed to camp on and access the CSG cell. Furthermore, it is also stated in [2], section 10.12.4,  the access control (i.e. check whether the CSG Id of the cell being accessed by a particular CSG capable UE belongs to “Allowed CSG list” of that particular UE) is performed in the CN (MSC/SGSN for 3G HNB and by the MME for HeNB). The UE also maintains the ACL on the (U)SIM of the UE which is used for CSG cell selection/reselection as described in TS 25.367 [3]. However, due to the current assumptions about management of the UE’s ACL using OMA DM procedures, there exists a possibility that “Allowed CSG list” stored on the UE and that stored in the CN can go out of sync. In such cases, a UE may select and camp on a CSG cell (using the ACL stored in the UE) in idle mode without notifying the CN. This would result in false service indication to the UE (since the UE may not be authorized to access that particular CSG based on the CN’s view of the ACL for that UE). The following section describes details of the scenario resulting in service gap (e.g. false service indication) and associated implications.

2. Discussion

2.1 Scenarios resulting in the UE having an out-of-sync Allowed CSG list” 

Scenario 1: Lack of instantaneous or real-time update of UE

The following service requirement is stated in [1] [4]:

 “The owner of the HeNB or HNB shall be able, under the PLMN operator supervision, to add, remove and view the list of CSG members. The consent of the member shall be obtained before being added to the subscriber group.”
This action of HeNB or HNB owner managing the CSG member list will result in the CSG member’s (i.e. UE’s) subscriber database record in the CN (e.g. HSS) being updated to add/delete HeNB/HNB CSG-Identity to/from the “Allowed CSG List” of that particular subscriber (UE). It is also stated in [2], section 10.12.4 (option C), that “Allowed CSG List” on the UE can be updated using either a manual update (based on user interaction) or application level update (based on usage of OMA DM procedures). 

As a result of the above, real-time coordination of the following actions is required

1. H(e)NB owner updating the CSG member list under the PLMN operator supervision.

2. Update to the CSG member’s subscriber database record in the CN (e.g. HLR/HSS).

3. Update to the OMA DM server with the CSG members subscriber data i.e. ACL.

4. Update via OMA DM procedures to the UE’s ACL (either in the USIM or the ME).

However, currently there are no interfaces standardized for ensuring the above actions complete in real-time and that they are atomic (i.e. like transaction processing they either complete or rollback as one atomic step). In fact, it is conceivable that most of the above actions are performed by the IT system (or backend application) of a given PLMN operator. Unless it is mandated that these backend systems (for the above actions) must execute in real-time, (i.e. there is an almost real-time update of the UE’s “Allowed CSG List” based on the action from H(e)NBowner), there will exist a time-period where the UE’s view of the “Allowed CSG List” is out-of-sync with the CN’s view of “Allowed CSG List” for the same UE (whether it is seconds, minutes or hours is dependent on the specific operator’s backend system). 

Additionally, the following requirement is stated in [1][4], 

“When the HNB/HeNB is configured for closed access mode, only users that belong to its associated CSG can receive services. CSG members may include subscriber of any PLMN subject to roaming agreement.”
For such roaming scenarios, it is reasonable to assume that action #1 is performed in the visited network of the UE under the visited PLMN operator supervision and actions #2, #3,#4 are performed in the home network of UE.  The requirement for real-time coordination between operators for such roaming scenarios seems to be a difficult requirement to satisfy without a new standardized interface between roaming operators. It is highly likely that for such roaming scenarios, there will be a high probability of out of synchronized views in the CN and UE with respect to the allowed CSG list (ACL).

Scenario 2: Support for temporary/time based access

The following service requirements are stated in [1] [4]:

· For temporary members, it shall be possible to limit the period of time during which the subscriber is considered a member of a CSG (granted access rights).It shall be possible to configure a time period for each temporary member.

· The time period shall be configurable by the Home eNodeB owner and/or the network operator operating the CSG cell and shall span from 1 decihour to several days. Unlimited membership to the CSG is allowed.

· When the time period expires, the CSG shall no longer be considered to be available to provide services, except for emergency calls. 

However, the current assumptions in [2] (section 10.12.4, option C) do not specify any mechanism to support such timed access and enforcement of the CSG cells. The following example approaches are conceivable for the support of such temporary (time based) access on CSG cells

1) Independent timers on UE and CN: A timer is started on the CN as well as the UE for the duration of the temporary access (it is FFS how the timer values are distributed to the CN as well as UE for a particular CSG access). Upon expiry of this timer the CSG identity entry is removed from the CN’s view of the “Allowed CSG List”. Similarly upon expiry of the timer on the UE, the CSG identity is removed from UE’s view of the “Allowed CSG List”. This approach creates a dependency on co-ordination of timers on the CN and the UE. A lack of such co-ordination would result in mismatched or out-of-sync view of the “Allowed CSG List”. One may argue that a conceivable way of achieving this timer coordination is via the usage of absolute expiry time on the CN and the UE. However this would then require that any UE supporting CSG would have to support network time and that the operator must support time delivery on their network. Furthermore such an approach may also add to the cost and complexity in UE implementations for supporting timers on a per CSG basis.

2) CN controlled timer: A timer is started on the CN for the duration of the temporary access. Upon expiry of this timer, the CN must not only update its view of the “Allowed CSG List” but also update the UEs view of the same list in real-time. This could arguably be implemented via the use of OMA DM procedures or via the use of NAS messaging from the CN to the UE. In order to support OMA DM procedure, it would require a new interface between the CN and OMA DM server. It would also require update of the UE in real time thus adding requirements on the interface between the CN and OMA DM server for real time co-ordination.  Additionally, the update of UE’s “Allowed CSG List” from the network (using either OMA DM or CN initiated NAS message) will depend on the reachability of the UE at that given time (e.g. UE may be out of service or powered-off, etc). As a result, this can result in the UE having an out-of-sync “Allowed CSG List”.

Scenario 3: Manual CSG selection
Manual CSG selection service requirements are stated in [1][4] and the corresponding cell selection logic including triggering of NAS procedure (i.e. registration towards the CN) upon manual CSG selection is described in [5]. A manual scan of CSG cells is expected to display/present all the available CSG cells, resulting from the scan to the end user of a UE. However, prior to the actual cell selection of a particular CSG cell, the H(e)NB owner must add that particular UE to the allowed CSG list to prepare the allowed CSG list in the CN so that manual CSG selection would be successful. 

The update of the CSG list by the H(e)NB owner should result in an update to the network’s (HLR/HSS) view of the ACL as well as the corresponding update of the UE’s view of the ACL by the associated OMA DM procedures. After the UE ACL update, the UE should perform automatic cell selection of that particular CSG and should require no NAS message procedure as assumed and described in [5]. 

In summary, the manual CSG selection (scan + cell selection + NAS message towards the CN) is contradictory to the concept of H(e)NB owner management of CSG resulting in update of the ACL in the CN as well as the UE. It can then be assumed that one of the key reasons to allow manual cell selection of CSG cells not in the ACL of the UE, is due to the fact that the CN’s view and the UE’s view of the ACL may be out of sync (e.g. ACL of the UE was updated in the network as an action of H(e)NB owner CSG management, however, the OMA DM either did not update the UE or was not able to update the UE’s ACL with the new CSG identity within sufficient time).

Scenario 4: UE out of coverage or not in service
Last but not least, one of the key assumptions in any real-time update or synchronization of the UE with the CN’s view is that UE is reachable at the time of update in the CN. However, it is quite evident that such assumptions cannot be guaranteed, due to the fact the UE may be out of coverage or not in service (powered off) at the time CSG updates. As a result, additional mechanisms may be required (such as periodic check by the OMA DM server regarding the availability of the UE) to push the updated ACL to the subscribed UE. As a result, there exist time gaps where the CN and the UE are out of sync with the respect to the ACL.

2.2 Impact of UE’s ACL becoming out-of-sync with CN’s ACL
False Service / Coverage Indication

As discussed above, there are several use cases where the UE’s view of the “Allowed CSG List” may lose synchronization with the CN’s view of the “Allowed CSG List” for that particular subscriber. Under such cases, it is conceivable that the UE selects/reselects and camps on a CSG cell in idle mode (based on its view of the “Allowed CSG List”). Furthermore, the UE may camp on a CSG cell without any NAS message (e.g. if there is no Location Area change, then the UE will not trigger any LU related NAS messages towards the CN), thus preventing the CN from authorizing and synchronizing the “Allowed CSG List” on the UE. The UE upon CSG cell selection will falsely display and indicate CSG service to the end-user. Is it acceptable that such a service anomaly exists until the UE actually tries to initiate a service?
Mobile Terminating Calls Not Delivered
Additionally, based on ongoing discussion regarding potential solution for paging optimization using the CN’s view of the allowed CSG list, it is conceivable that the paging message sent by the CN based on its view of the ACL may never be delivered to the UE if the UE was camped on a CSG cell that is no longer on the CN’s view of the ACL.  On the other-hand if paging optimization for CSG cells is not performed then that by itself can result in huge paging load (as every CSG cell in a given location area will need to be paged). 

3. Conclusion

We have described several use cases where the UE’s view of the “Allowed CSG List” may lose synchronization with the CN’s view of the “Allowed CSG List” for that particular subscriber. Furthermore, we have described the potential implications resulting from such lack of subscriber data synchronization including the significant “false service indication” to the end user. A potential solution to mitigate issues with subscriber data synchronization constitutes of utilizing an initial NAS message upon CSG cell selection (for both manual and automatic CSG selection). Details of such NAS based solution can be provided by the source companies upon further discussion and agreement within the group. It is proposed to discuss and capture the issues around synchronization of allowed CSG list.
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