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Abstract of the contribution: Discusses the proposals for the priority QCI characteristic and proposes a way forward for the priority as a QCI characteristic.
1. Introduction

In the previous meeting (SA2#61) there were extensive discussions in the topic of the priority as a QCI characteristic and the overall definition and usage of the QCI characteristics. Since then extensive email discussion took place This paper aims to summarize the different proposals and highlights a number of inconsistencies with some of the proposals in [2],[4] and [5] wrt scheduling.

2. Concerns with the scheduling specification in 5659-revised
· Tight definition based on unqualified premises

In [4] and [1] there is an explicit procedure on how the QCI characteristics should be interpreted and used by the eNodeB in order to perform scheduling. The following statements define this behavior: 
“Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall aim at meeting the PDB of SDF aggregates on Priority level N before it aims at meeting the PDB of SDF aggregates on Priority level N+1.
NOTE: The definition (or quantification) of “sufficient radio channel quality” is out of the scope of 3GPP specifications.”

The interpretation of this statement is that the scheduling algorithm in the eNodeB is tightly specified to schedule in strict priority order the queues (RLC) where the different SDFs will be placed. The argument in favour of this tight definition is repeatedly stated (in SA2#61) to be a predictable behaviour by the eNodeB that will allow better interoperability across the CN-RAN interface. Effectively the target is that RAN(eNodeB) will eventually become a “black box” controlled by the QCIs coming from the CN. 

Nevertheless if attention to detail is paid this “tight” definition is based on unqualified premises since as it is stated below this scheduling prioritisation is applied only to UEs that have sufficient radio channel quality  which as it is defined in the “NOTE” below is out of scope of 3GPP specifications therefore it  depends on the implementation and settings of the specific eNodeB manufacturer. 
To sum up the scheduling definition in [4] defines a tight strict priority mechanism to be applied in cases of congestion nevertheless it applies this only for UEs that have “good radio channel conditions” a term that remains undefined! 
· AMBR is used to differentiate between different subscriber groups but is not defined how 
In Note 6 of [2] it is stated that: 

“Note that AMBR can be used as a “tool” to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.”

Nevertheless in [4] which defines how the various QCI characteristics are going to be used in scheduling it is nowhere defined that the AMBR is one of the parameters that will need to be taken into account by the eNodeB to derive scheduling decisions for “different subscriber groups”. When the text from [2] and [4] are taken in conjunction it is unclear which one will take priority and under which conditions one could achieve the “predictable” behaviour that is promoted by the proponents of these papers. Under which conditions is AMBR is used? Should it “override” the strict priority scheduling that applies? 
· In case of MBR>GBR the capability to “turn off” the excess GBR traffic requires mapping of the exceeding part with separate priority
In [5] Proposal 5 it is proposed that ” … only a single Priority level, which applies to the traffic conforming to GBR and to the traffic exceeding the GBR, is assigned to standardized GBR QCIs.” although it is clearly required that the eNodeB will be able to “turn off” the traffic exceeding the GBR in cases of network congestion. Again this statement is in contradiction with the proposal in [4] which states that the scheduler “shall aim at meeting the PDB of SDF aggregates on Priority level N before it aims at meeting the PDB of SDF aggregates on Priority level N+1”  because in the case of MBR>GBR  with a single priority level applying to the traffic conforming to the GBR and the traffic exceeding the GBR it will end up serving the entire amount of traffic (SDF) that resides in this particular buffer. In other words it will serve up to the MBR rather the GBR that is required in this particular case.
· SA2 does not have the expertise/responsibility to define scheduling mechanisms
It is not within the scope of SA2 to define how scheduling is going to be performed between the different radio bearers. SA2 shall ideally provide only a clear definition of the QCI characteristics and should allow RAN2 (who have the necessary radio expertise) to manage QoS at the eNB level based on these parameters. Note that in previous releases the specifics of the scheduling algorithms have been left to implementation. Also other factors need to be also taken into account such as UE testing and interoperability which are traditionally RAN responsibility.  Nevertheless if some form of guidance needs to be provided to RAN it should be indicated that this text contained in [2]and [4] is for information only and does not have any normative notion.  Conformance to an expected QoS behaviour under load may be handled via appropriate test cases (if determined by RAN) or can be an aspect of IOT outside of 3GPP.  Care should be taken to avoid mandating of particular scheduler algorithms.
3. Proposal

It is proposed to accept the following changes as a “delta” to 5659-revised in Annex B

If the proposed changes are accepted the source company is volunteering to bring in a CR with these changes.

Change in Annex B as a delta to 5659-revised
Annex B (Normative): Standardized QCI Characteristics

Editor's note:
This Section will be moved to become normative text in TS 23.203 Rel-8.

The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR. This section specifies standardized characteristics associated with standardized QCI values.

Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP-CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. An SDF is a special case of an SDF aggregate. A QCI is a scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the node (e.g. eNodeB).

Table B-1 Standardized QCI Characteristics

<Placeholder for QCI Table >

NOTE 1:
A delay of 30 ms for the delay between a PDN GW and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PDN GW is located “close” to the radio base station (roughly 10 ms) and the case where the PDN GW is located “far” from the radio base station, e.g., in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). It is expected that subtracting this average delay of 30 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays – in particular for GBR traffic – should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality. 

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PDN GW should be regarded to be negligible. A PLR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

The one-to-one mapping of standardized QCI values to standardized characteristics is captured in Table B-1. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PDN GW (see Figure B-1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR)

2
Priority

3
Packet Delay Budget 

4
Packet Loss Rate

The standardized characteristics are not signaled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE’s current access (3GPP or Non-3GPP).
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Figure B-1: Scope of the Standardized QCI Characteristics

The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). 

The Packet Delay Budget (PDB) denotes the time that a packet may be delayed between the UE and the PDN GW. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

NOTE:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI’s PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex C for details. In addition, those packets may be subject to non congestion related packet losses (see PLR below).

Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI’s PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system. Still, those packets may be subject to non congestion related packet losses (see PLR below). 

Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 is the highest Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. 
As a example scheduling between different SDF aggregates can primarily be based on the PDB. In this case if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority would be used as follows: in this case a scheduler would aim at meeting the PDB of SDF aggregates on Priority level N in preference to meeting the PDB of SDF aggregates on Priority level N+1.

NOTE:
The definition (or quantification) of “sufficient radio channel quality” is out of the scope of 3GPP specifications.
NOTE:
In case of E-UTRAN a QCI’s Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see [36.300] for details) and PBR.
NOTE:
The other QCI characteristics and MBR,GBR, AMBR will be used as input to the eNodeB in order to perform scheduling between different aggregate SDFs.
Editor's note:
The handling of rate adaptive codecs such as AMR and certain video codecs on GBR QCIs when the MBR is set to a value greater than the GBR, and the assignment of a QCI values, in particular with respect to the QCI’s priority level, needs to be studied further. This may require coordination with RAN2 and SA4. To support “MBR>GBR” bearers the text in the paragraph above may need to be amended to state something along the lines of (1) “Scheduling shall always serve the GBR traffic within the PDB as long as the Guaranteed Bit Rate (GBR) value is not exceeded”, and (2) that the traffic exceeding the GBR (“> GBR”) may be treated with a different priority than the traffic conforming to the GBR (“<= GBR”). This is FFS.

The Packet Loss Rate (PLR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E-UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E-UTRAN). Thus, the PLR defines an upper bound for a rate of non congestion related packet losses. The purpose of the PLR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PLR is the same in uplink and downlink. 

NOTE:
The characteristics PDB and PLR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies. 

Editor's note: A mapping between standardized QCIs and TNL level QoS parameter values (e.g., DiffServ Code Points) will be captured at a later stage in a separate annex of TS 23.401.

End of changes
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