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1
Introduction

The flat architecture (Small PS only NodeB with RNC functionality) is agreed as one 3G implementation option and it is called as HSPA Architecture. The first improvement ideas for MBMS in HSPA Architecture were presented by one operator in RAN3 #55 meeting [1]. This contribution started the MBMS improvement discussions, and later, also other proposals and ideas have been presented in RAN3#56, #57bis meetings.
Since the #57bis meeting, a new WI was created in RAN#37 [2] to capture the Evolved HSPA improvement solutions on top of the HSPA Architecture. The scope of the WI also includes MBMS improvements.
In this contribution is discussed our view on the MBMS improvement solutions, which have Core Network effects. The improvements are the following:

· Improved timing to enable inter- eHSPA NodeB soft combining and MBSFN
· Improved transport efficiency by using IP multicast in the Core Network
. 

2
Discussion
2.1
Architecture Overview

The proposed flat architecture solution for MBMS in this contribution follows the same high-level architecture as for “ordinary” packet switched bearers in a flat architecture [3]. Using the same architecture for both “ordinary” packet switched and MBMS bearers has the best potential to maximize the benefit of a flat architecture. 

The user plane data in the proposed solution for the flat architecture is carried directly from the GGSN to the combined NodeB and RNC network element, which is called in this contribution as eHSPA NodeB. The new functionality introduced with MBMS in the in the user plane is IP multicast as the transport solution. The control plane signaling follows the legacy architecture route via the SGSN, which is same as for “ordinary” packet switched connections in the flat architecture. The proposed architecture is illustrated in Figure 1.
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Figure 1. The MBMS solution in a flat architecture

2.2
Improved timing to enable inter Node B soft combining

Requirements

3GPP Release 6


The requirements for WCDMA MBMS in Release 6 come from the soft combining. With soft combining the time difference between two radio signals combined by the mobile station should be maximally one transmission time interval (TTI) plus one time slot. That is, 40.667 ms in case of 40 ms TTI and 80.667 ms in case of 80 ms TTI. The reason for the requirement is not because of the radio propagation environment, but mainly because larger differences lead to heavier memory requirements in the decoding process in the terminals.

3GPP Release 7/8


The single frequency network operation (SFN) of MBMS is called MBSFN and it is discussed in parallel to the flat evolved HSPA architecture MBMS solution in 3GPP. The target 3GPP release for the MBMS SFN operation is either Release 7 or 8 depending on if it is the FDD or TDD mode and if it is an FDD or TDD band implementation.

The timing requirements for WCDMA MBMS in Release 7/8 come from the single frequency network support. With single frequency network support the terminal does not see individual base stations, but all base stations use the same scrambling and channelization code. The terminal “simply” collects as much energy as possible during each symbol period when making the detection; see Figure 2 for an illustration. Because the signal is added directly over the air, the base stations must be tightly synchronized.
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Figure 2. Combining approach in WCDMA MBMS Release 6 and WCDMA MBSFN in Release 7 and 8.

The timing requirements are summarized below in Table 1. Note that the requirement level is on the microsecond level for the MBSFN functionality while on the millisecond level for the ordinary WCDMA MBMS solution. Hence, different timing solutions may be beneficial to use in these two cases. The numbers in Table 1 need to be subdivided into timing requirements for the different elements in the chain.

	Functionality
	Release
	Timing requirement

	MBMS 40 ms TTI
	3GPP Release 6
	40.667 ms

	MBMS 80 ms TTI
	3GPP Release 6
	80.667 ms

	MBMS with single frequency network support (MBSFN)
	3GPP Release 7/8
	1 to 5 microseconds


Table 1. The table summarizes the timing requirements for WCDMA MBMS

Timing Solutions

In the legacy architecture there is standards support to establish better than one TTI timing accuracy. This could for example be achieved by using the NBAP supported “S-CCPCH frame offset parameter”, which is computed by the RNC in the traditional architecture. The 3GPP synchronization in UTRAN is expected to be accurate enough for MBMS Release 6 with the centralized RNC. The drawback is that, it requires a central RNC element, which is not available in the case an eHSPA nodeB with PS support only network is rolled out. For the flat HSPA evolved HSPA   solution it is hence important to have another solutions that can handle the timing of the eHSPA NodeBs.

The accuracy for timing solutions that do not use intermediate RAN network elements to achieve the end-to-end synchronization is dependent on the underlying transport network. In this case the the synchronization relies roughtly to the same transport propagation delay from GGSN to all eHSPA NodeBs in MBMS Service area. In general the accuracy of such solutions could be on the order of 1 to 50ms when packet is transmitted from GGSN at the one time instant to every eHSPA NodeBs. This is possible for example by using IP multicast. In this solution when eHSPA NodeB receives the data packet, it has to transmit data to radio interface after a predetermised (planned) timing delay. 
The above solution relies a lot for the transport network topology and controlled probagation delay from the GGSN to eHSPA NodeBs. One way to overcome the planning costs for the network is to introduce the timestamp in every packet which is transmitted from GGSN. The timestamp would indicate the time instant when packet has to be transmitted to the radio interface. Therefore the effects of the different probagation delay and especially its variance can be completely eliminated.

For MBSFN the only potential solution is a timestamp from GGSN, and in addition all eHSPA NodeBs has to be synchronized by the same tight L1 synchronisation, which is already specified for MBSFN in UTRAN architecture [4].

Time Synchronization Solution In LTE MBMS 

The current working assumption for LTE is that there is a central timing entity for MBMS user data, which is called as MBMS GW in RAN3 and MBMS2 in SA2. The MBMS2 provides the content synchronisation, and uses IP multicast to send data at the same time to every eNB, as specified in [5].
Timing Conclusions

One conclusion when looking at the timing requirements and the above solutions is that it seems beneficial to allow for different timing solutions for MBMS in flat HSPA evolved architecture in order to meet both Release 6 and 7/8 requirements for service areas that spans over multiple eHSPA NodeBs. 

Secondly, it is important that solution reminds LTE MBMS solution. 

Therefore, to enable the soft combining/MBSFN in eHSPA Nodes and in eNBs, it is beneficial to introduce a time stamp in the 3GPP packets which are transmitted from Core Network to eHSPA NodeB. 

2.3
Improved transport efficiency by using IP multicast in the Core Network
MBMS is about the delivering the same data copied into multiple network elements. That means that all the network elements will make additional copies of the exactly the same data to the nodes in the list of downstream nodes. Copying the data to each node will increase the required transport capacity in a linear manner, and MBMS transport capacity can be calculated by multiplying the MBMS bearer bitrate with number of nodes on the downstream nodes list. By using the IP multicast, the data is transmitted only once from each network node, therefore it is not depending on the number of nodes in downstream list. 

IP multicast does not only save transport network capacity, but it will also save the processing capacity in the network elements as data copying is not needed any more. This aspect is also highly important in case of HSPA Architecture, where eHSPA NodeBs are directly connected to the GGSN.

IP multicast usage from GGSN directly to eHSPA NodeBs was agreed in RAN3 meeting in May [6]. Since then the work item was created and the discussion of IP multicast usage was started again. But the point is that IP multicast usage was seen beneficial but the final conclusion in the scope of the work item is not done yet in RAN3 and it is seen that SA2 is the group which should discuss is even before RAN3. 

IP multicast has also been proposed for Rel-7 Core Network architecture in SA2 [7]. At that time the proposal was not agreed as it was seen that MBMS transport improvement should be started later in Rel-8 time frame.
Transport Solution In LTE MBMS 

The IP multicast is used in M1 interface as specified in [5].
Transport Conclusions

The IP multicast brings inherent benefits in MBMS service transmissions in the network. Multicast is already introduced at least into two interfaces, Iub and M1, and it also brings savings in the interface between GGSN and eHSPA NodeB, which is directly related to number of eHSPA NodeBs in MBMS Service Area. 
Therefore it is proposed to introduce IP multicast into interface between GGSN and eHSPA NodeB.
3
Conclusion

The improvements discussed in this document would provide an efficient way to implement MBMS in HSPA Architecture. 

By letting the transport network take care of the multiplication of packets to multiple eHSPA NodeBs, the capacity requirements (transport and processing) of a GGSN are substantially reduced. This introduction of IP multicast has already been agreed for the Iub interface in the traditional 3G architecture, and additionally is also agreed in LTE MBMS for M1 interface. 

By using the GGSN as a central element to provide timing information in similar manner as MBMS2 in LTE, the radio capacity will be saved as Inter-eHSPA NodeB softcombing and MBSFN areas can be deployed in HSPA Architecture.
Further, with these additions, it is seen that MBMS Architecture will be similar in HSPA Archtiecture and in LTE Architecture, and this will provide a smooth MBMS evolution.
4
Proposal

It is proposed SA2 discuss and decide if the one, both or none of the Core Network enhancements outlined in this contribution can be specified in time for Rel-8:

· Improved timing to enable inter Node B soft combining

· Improved transport efficiency by using IP multicast in the Core Network
Further it is proposed that SA2 inform next RAN3 of it's decission regarding these two enhancements. 
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