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Abstract of the contribution:
This contribution further clarifies the MBMS architecture for 3GPP Accesses.
Terminology based on [1]:
MBSFN Synchronization Area: An area of the network where all NodeBs/eNodeBs can be synchronized and perform MBSFN transmissions. MBSFN Synchronization Areas are capable of supporting one or more MBSFN Areas. On a given frequency layer, a NodeB/eNodeB can only belong to one MBSFN Synchronization Area.  MBSFN Synchronization Areas are independent from the definition of MBMS Service Areas
MBSFN Transmission or a transmission in MBSFN mode: a simulcast transmission technique realised by transmission of identical waveforms at the same time from multiple cells. An MBSFN Transmission from multiple cells within the MBSFN Area is seen as a single transmission by a UE.

MBSFN Area: a MBSFN Area consists of a group of cells within an MBSFN Synchronization Area of a network, which are co-ordinated to achieve a MBSFN Transmission.  A cell within an MBSFN Synchronization Area may form part of multiple MBSFN Areas, each characterized by different transmitted content and participating set of cells.
Abbreviations [2]:
MCE
Multi-cell/multicast Coordination Entity
1 Introduction
In 3GPP TSG SA2 #58 was agreed on the MBMS Architecture for 3GPP Accesses with the notes about some open issues [3], which are further discussed in this contribution.
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Figure 4.2.3-1. MBMS Architecture for 3GPP Accesses

Editor's Note: MCE and related interfaces are not show in the figures. The node in E-UTRAN where M?-C is terminated is FFS by RAN WGs. 

Editor's Note: It is FFS if the CP and UP functions of the MBMS entity are separated and connected with a reference point in between or if it is one entity handling both MBMS CP and UP functions.

NOTE:
The eBM-SC uses both MBMS Bearers (over SGmb/SGi-mb) and EPS Bearers (over SGi)
2 Discussion

2.1 E-MBMS deployment aspects

It is currently considered that E-MBMS may be offered on downlink only, dedicated frequency carriers or else sharing with Unicast Services in so-called mixed frequency carriers. The radio transmission is preferentially based on SFN (Single Frequency Network) transmission. The possibility of using dedicated carriers and a distinct radio transmission technique suggest that E-MBMS radio planning and infrastructure deployment will be distinctly different from the deployment of a network for Unicast Services.

Some of the most popular MBMS Services should be location independent, made available throughout the operators’ network. Contrary to Unicast services, which can rely on several radio access network systems for their delivery, and count on inter-system mechanisms for their continuity, MBMS services will require determined throughput capabilities and will be optimally delivered when relying on a single radio access network. Contrary to Unicast Services, which imply a growth of the network capacity by means of smaller cells and frequency re-use, the improvement in the delivery of MBMS services is provided by an extension of the coverage. In the particular case of SAE/LTE, and relying on fully mature GERAN and/or UMTS networks, while Unicast Services may be first deployed in hot spots, MBMS services shall be provided according to MBMS Service Area extensions, eventually over the entire PLMN.

From this perspective, it is interesting to point out that:

· E-MBMS deployment may consist of a distinct radio access network infrastructure

· E-MBMS network growth is unrelated to the Unicast Services’ network growth

2.2 Scalability aspects

Based on the MBMS discussions so far the size of the MBSFN synchronization area should not be limited in any way. It should be possible to have a single MBSFN synchronization area throughout the PLMN for the nation-wide MBMS services, like Mobile TV. 

The current E-MBMS’ User Plane design based on the use of IP multicast supports the various network configurations. The MBMS-GW does not need accurate knowledge of radio resource allocation at a given eNodeB, and in fact can address multiple eNodeB(s) irrespective if these belong to different MBSFN synchronization areas. In addition, the need to support user plane synchronized delivery over the air (for SFN conditions) will require proper content synchronization, which will lead to the use of a single MBMS UP per service addressing the eNodeBs of the same MBSFN synchronization area.

The location of MBMS CP functions is however still open. There have been proposals favouring the MBMS CP functions part of the MBMS_GW and other views supporting MBMS CP functions as a separate entity. The connection for session control signaling between the EPC and E-UTRAN for MBMS support is at the moment under discussion in 3GPP TSG RAN3. Similar to E-MBMS’ User Plane design the E-MBMS CP should support various network configurations. In addition to the large MBMS Service areas the possibility to use a large MBSFN area will have an impact to the dimensioning aspects in the E-MBMS CP architecture.
2.3 MBMS UP and MBMS CP functions as separate entities 

If the MBMS CP and MBMS UP functions are in separate entities, it may allow for some flexibility in the dimensioning of the CP entities when needed.

In case of a large (e.g. nation-wide) MBMS Service area the number of cells to be addressed during the session can be high. If the connections between the MBMS CP entity and the E-UTRAN are based on Point-to-Point connections and all the eNBs of the large MBMS Service area will receive the session control signalling directly from the MBMS CP entity, there might be some dimensioning issues which could not be solved by one MBMS CP entity leading to the need of having multiple MBMS CP entities, each addressing only part of the whole MBMS Service area.  An architecture option containing one MBMS UP entity and multiple MBMS CP entities is shown in figure 2.
Please bear also in mind that for PLMN-wide services over a PLMN-wide synchronization area, the EPC would be addressing a single logical node in E-UTRAN, which would be the E-MBMS in charge of the mentioned synchronization area.
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However it isn't reasonable to have multiple Gmb interfaces from BM-SC to MBMS-CP related to one MBMS Session which terminates the user plane from the BM-SC at the MBMS-UP. One User Plane of a MBMS Session needs exactly one controller. This leads to the requirement of a 1 to 1 relationship between the User Plane and the Control Plane.
Additionally the RRM of the MBSFN synchronization area will require from the E-UTRAN supporting MBMS, that there is one coordination entity (MCE) allocating the radio resources and other related parameters commonly used over the whole MBSFN area, even for a nation-wide MBSFN area. In case of MBMS services, not scheduled in advance, the MCE needs to get the information about the starting MBMS session in order to allocate the suitable radio resources for the MBSFN transmission. If there are several MBMS CP entities and only one MCE to be informed, some coordination between the MBMS CP entities is necessary to agree which CP entity shall inform the MCE to avoid multiple messages in MCE. This coordination between the MBMS CP entities would require possible new signalling procedures or at least some pre-configurations in the network, which can be considered as additional system complexity. 
Therefore it is concluded that there shall be only one controlling MBMS CP entity for one E-MBMS UP entity. An architecture option with separate MBMS CP and MBMS UP entities is shown in figure 3.
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The scalability issues with the large MBMS Service areas may require further studies.

Like already mentioned above the User Plane data delivery to all the eNBs of the MBMS Service area can be handled by one MBMS UP entity, due to the IP Multicast used in the transport. Similar approach could be one solution to cover any scalability issues in the large E-MBMS networks in the E-MBMS Control Plane. 
NOTE: The possibility to use the IP Multicast for E-MBMS Control Plane signalling is currently under discussion in TSG RAN3 and the outcome is not known at the time of writing this contribution.
2.4 MBMS CP and MBMS UP functions in the same entity
So far the only MBMS CP function in TS 23.401 is the session control of MBMS bearers to the E-UTRAN access. During the joint RAN2, RAN3 and SA2 meeting it was agreed that only the Broadcast mode and Enhanced Broadcast mode are going to be supported in E-MBMS excluding the Multicast mode of 3GPP Rel-6 MBMS. This means that no UE specific MBMS contexts are going to be maintained in the EPC. The MBMS session management will consist of MBMS Session start, MBMS session stop and Update the session procedures. Due to the limited number of identified MBMS CP functions it is concluded that it is possible to introduce the MBMS CP and MBMS UP functions to the same entity. Additionally the procedure for allocating the Private IP Multicast address for the MBMS User data distribution can be simplified as the same node will distribute the IP Multicast address and the related user data packets to the relevant nodes in E-UTRAN.

An architecture option with MBMS CP and MBMS UP functions in the same entity is shown in figure 4.
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At the moment there are two options to address the scalability issues of the nation-wide service area in this approach: the session control signalling towards E-UTRAN is either based on IP Multicast following the approach of MBMS UP or the MCE is used to solve the scalability issues of the Point-to-Point based control plane signalling. The control plane architecture for E-UTRAN supporting MBMS is however at the moment under RAN3 discussion and therefore the details of these two proposals are not evaluated further in this SA2 contribution. 
3 Conclusions and proposal

In this contribution it is discussed whether the E-MBMS UP and E-MBMS CP functions should be located in the same entity or in separate entities and which entity shall be the termination point for the Gmb interface.  As part of the evaluation the scalability issues related to the wide MBMS service areas and to the wide MBSFN areas have considered. 
Having several MBMS CP entities in case of large MBSFN area does not give any benefits to the scalability issues as there would be in that case several MBMS CP entities connecting to a single MCE entity. Additionally the E-MBMS UP control will require that there is a 1 to 1 mapping between the E-MBMS CP and E-MBMS UP entities.
Based on the number of so far identified MBMS CP functions it is possible to have the MBMS UP and MBMS CP functions in the same entity.

As the conclusion it is proposed to agree that the MBMS UP and MBMS CP functions are part of the MBMS GW. MBMS GW will be therefore also the termination point of Gi and Gmb interfaces. The scalability issues of the large MBSFN areas and MBMS service areas are proposed to be left FFS until there is an agreement on the E-UTRAN Control Plane architecture for E-MBMS. 
The text proposal to TS 23.401 is presented in section 5.
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5 Text proposal to TS 23.401:
******First changes******

4.2.3 MBMS architecture
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Figure 4.2.3-1. MBMS Architecture for 3GPP Accesses

Editor's Note: MCE and related interfaces are not show in the figures. The node in E-UTRAN where M?-C is terminated is FFS by RAN WGs. 


NOTE:
The eBM-SC uses both MBMS Bearers (over SGmb/SGi-mb) and EPS Bearers (over SGi)
******next changes******

4.4.7
MBMS 


4.4.7.1
MBMS Gateway
One or more MBMS Gateway function entities are used in a PLMN.
MBMS Gateway functions include:

-
Session control of MBMS bearers to the E-UTRAN access

NOTE:
When a UE leaves or enters MBMS bearer coverage, the service continuity is handled by the Service Layer (in UE and network).

-
It provides an interface for entities using MBMS bearers through the SGi-mb (user plane) and SGmb (control plane) reference points
-
IP multicast distribution to eNodeBs (M1-U reference point)

-
Content synchronization for MBSFN (MBMS over Single Frequency Networks)

NOTE:
In case of mobility in or out from an MBMS service area, the service continuity is handled by the Service Layer (in UE and network).

4.4.7.2
eBM-SC
The eBM-SC is a functional entity which provides the functions on MBMS service layer. It may serve as an entry point for content provider MBMS transmissions, used to authorise and initiate MBMS bearers within the PLMN and can be used to schedule and deliver MBMS transmissions. The eBM-SC is further described in 3GPP TS 26.346 [13].

******next changes******

4.5
Reference Points

Editor’s Note: Once the architecture diagrams are stable in this specification and in TS 23.402, the reference point names need to be updated to remove either the letters or only keep a number series, e.g. S6a replaced with Sn where there is only either a digit or a letter.

S1-MME:
Reference point for the control plane protocol between E-UTRAN and MME.
S1-U:
Reference point between E-UTRAN and Serving GW for the per bearer user plane tunneling and inter eNodeB path switching during handover. 
S3:
It enables user and bearer information exchange for inter 3GPP access network mobility in idle and/or active state. It is based on Gn reference point as defined between SGSNs.

Editor's Note:
User data forwarding for inter 3GPP access network mobility in active state (FFS). 
S4:

It provides related control and mobility support between GPRS Core and the 3GPP Anchor function of Serving GW and is based on Gn reference point as defined between SGSN and GGSN. In addition, if Direct Tunnel is not established, it provides the user plane tunnelling.
S5:
It provides user plane tunneling and tunnel management between Serving GW and PDN GW. It is used for Serving GW relocation due to UE mobility and if the Serving GW needs to connect to a non-collocated PDN GW for the required PDN connectivity.
S6a:
It enables transfer of subscription and authentication data for authenticating/authorizing user access to the evolved system (AAA interface) between MME and HSS.

S7:
It provides transfer of (QoS) policy and charging rules from PCRF to Policy and Charging Enforcement Function (PCEF) in the PDN GW. The interface is based on the Gx interface.
S8a:
Inter-PLMN reference point providing user and control plane between the Serving GW in the VPLMN and the PDN GW in the HPLMN. It is based on Gp reference point as defined between SGSN and GGSN. S8a is the inter PLMN variant of S5.
S9:
It provides transfer of (QoS) policy and charging control information between the Home PCRF and the Visited PCRF in order to support local breakout function. 

Editor's note:
The detailed requirements for the S9 reference point are FFS.
S10:
Reference point between MMEs for MME relocation and MME to MME information transfer.

S11: 
Reference point between MME and Serving GW
S12:
Reference point between UTRAN and Serving GW for user plane tunneling when Direct Tunnel is established. It is based on the Iu-u/Gn-u reference point using the GTP-U protocol as defined between SGSN and UTRAN or respectively between SGSN and GGSN.
SGi: 
It is the reference point between the PDN GW and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi for 3GPP accesses. 
Rx+
The Rx reference point resides between the AF and the PCRF in the 3GPP TS 23.203 [6].

Editor’s note: It is FFS if the Rx+ is significantly different from the Rel-7 Rx reference point to warrant defining it to be Rx+.

SGi-mb:
It is the reference point between eBM-SC and MBMS Gateway for MBMS data delivery.
SGmb:
It is the reference point for the control plane between eBM-SC and MBMS Gateway.
M1-U:
It is the reference point between MBMS Gateway and E-UTRAN for MBMS data delivery.
M?-C:
It is the reference point between MBMS Gateway and E-UTRAN for session control.
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Figure 2: Architecture option with one MBMS UP entity and with multiple MBMS CP entities
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Figure 3: E-MBMS architecture with separate MBMS CP and MBMS UP entities.
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Figure 4: E-MBMS architecture with MBMS CP and MBMS UP functions in the same entity
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