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Abstract of the contribution: The contribution introduces a procedure for Network-initiated establishment of multiple PDN connectivity at initial attach over untrusted non-3GPP access
1. Introduction

This paper proposes additions for the existing text of TS 23.402 to cover the case of multiple PDN connectivity during initial attach over untrusted Non 3gpp accesses using S2b interface. 
2. Discussion
Multiple PDN connectivity can be achieved when UE connects to untrusted non 3gpp wireless access. This document details the procedures that enable connectivity to multiple PDN GWs during initial attach over S2b interface using network based mobility. In this document, it is assumed that the profile information for the UE already indicates the need for connectivity with multiple PDNs during initial attach. 

Upon initial attach to the network, UE shall find an ePDG as per 23.234 and initiate an IPSec tunnel towards it requesting connectivity. ePDG then based on UE profile, would trigger the network based mobility management mechanism like PMIP towards the PDN GW(s) indicated by the profile. After successful completion of PMIP procedures, ePDG would have setup a PMIP tunnel to each PDN GW as indicated in the profile. ePDG would then return the configuration information to the UE.
**** Start of first change ****
5.4.2.5
Initial Attach on S2b with network initiated establishment of connectivity to Multiple PDN GWs

5.4.2.5.1
General
This section is related to the case when the UE powers-on in an untrusted network via S2b interface and connectivity towards multiple PDN GWs is achieved.
5.4.2.5.2
Initial Attach procedure with Multiple PDN GWs, with PMIPv6 for non-roaming
In the non-roaming case, PMIPv6 [8] is used to setup a PMIPv6 tunnel between the ePDG and the PDN GW. For the case when profile indicates multiple PDN GWs, multiple PMIP tunnels are setup between ePDG and each PDN GW. It is assumed that MAG is collocated with ePDG. The IPsec tunnel between the UE and the ePDG provides a virtual point-to-point link between the UE and the MAG functionality on the ePDG.
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Figure 5.4.2.5.2-1: Initial attachment with 2 PDN GWs when Network based MM mechanism are used over S2b for non-Roaming

NOTE: 
Before the UE initiates the setup of an IPsec tunnel with the ePDG it configures an IP address from an untrusted non-3GPP access network.  This address is used for sending all IKEv2 [9] messages and as the source address on the outer header of the IPsec tunnel.

1)
The IKEv2 tunnel establishment procedure is started by the UE. The UE may indicate in a notification part of the IKEv2 authentication request that it supports MOBIKE. The ePDG IP address to which the UE needs to form IPsec tunnel is discovered via DNS query as specified in section 5.4.2.2.. After the UE is authenticated, UE is also authorized for access to one or more APNs. The procedure is as described in 3GPP TS 33.234 [7]. The PDN GW address for each PDN is determined at this point as described in section 5.4.2.1.  The information about PDN GWs is returned as part of the reply from the 3GPP AAA Server to the ePDG.  This may entail an additional name resolution step, issuing a request to a DNS Server for each PDN GW. ePDG at this point has information about connectivity with multiple PDN GWs.

2)
The ePDG sends the Proxy Binding Update message to each PDN GW, either simultaneously or sequentially.  The proxy binding update message shall be secured. 

Editor's note:How the Proxy Binding Update message is secured is FFS.

3)
Each of the selected PDN GWs informs the 3GPP AAA Server of the PDN GW address(es)
Editor's note: It is FFS whether this step can be avoided, e.g. if the PDN GW address is already known by the AAA/HSS by other means.

4)
Each PDN GW processes the proxy binding update and creates a binding cache entry for the UE.  Each PDN GW also allocates an IP address for the UE and then sends a proxy binding ack to the ePDG, including the IP address allocated for the UE.

NOTE:
If UE requests for both IPv4 and IPv6 addresses, both are allocated.  If the UE requests for only IPv4 or IPv6 address only one address is allocated accordingly.

Editor's note:
It is FFS which entity stores the allocated PDN GW IP Address.

5)
After the BU is successful, the ePDG is authenticated by the UE.

6)
The ePDG sends the final IKEv2 message with all IP addresses (corresponding to each PDN GW) in IKEv2 Configuration payloads.
 
Editor’s Note: The indication of the IP address corresponding to a particular PDN may be in the form of an APN. Exact procedures is FFS.
7)
IP connectivity from the UE to each PDN GW is now setup.  Any packet in the uplink direction is tunnelled to the ePDG by the UE using the IPSec tunnel. The ePDG then tunnels the packet to the corresponding PDN GW. From the PDN GW normal IP based routing takes place. In the downlink direction, the packet for UE (HoA) arrives at the PDN GW. The PDN GW tunnels the packet based on the binding cache entry to the ePDG. The ePDG then tunnels the packet to the UE via proper IPsec tunnel.
5.4.2.5.3
Initial Attach procedure with multiple PDN GWs, with PMIPv6 for roaming case with home routed traffic anchored by visited Serving GW
In the case of home routed traffic in the roaming case with anchor in visited Serving GW, PMIPv6 [8] is used to setup PMIPv6 tunnels between the Serving GW and the PDN GW (i.e. S8b) and between the ePDG and the visited Serving GW (i.e. S2b). It is assumed that the MAG is collocated with visited Serving GW for the PMIPv6 procedure between the Serving GW and the PDN GW and with the ePDG for the PMIPv6 procedure between the ePDG and the Serving GW. The IPsec Tunnel between UE and ePDG provides a virtual point-to-point link between the UE and the MAG functionality on the ePDG. For the case when multiple PDN GWs need to be connected, Serving GW triggers the PMIPv6 procedures towards each of the PDN GWs as indicated by the profile and creates multiple tunnels between each PDN GW and the serving GW. There is only one tunnel between ePDG and S-GW in this case.
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Figure 5.4.2.5.3-1: Initial attachment with two PDN GWs when Network based MM mechanism are used over S2b for Home Routed Roaming with anchored by visited Serving GW

NOTE:
Before the UE initiates the setup of an IPsec tunnel with the ePDG it configures an IP address from an untrusted non-3GPP access network. This address is used for sending all IKEv2 [9] messages and as the source address on the outer header of the IPsec tunnel.

1)
The IKEv2 tunnel establishment procedure is started by the UE. The UE may indicate in a notification part of the IKEv2 authentication request that it supports MOBIKE. The ePDG IP address to which the UE needs to form IPsec tunnel is discovered via DNS query as specified in section 5.4.2.2. After the UE is authenticated, UE is also authorized for access to one or more APNs. The procedure is as described in 3GPP TS 33.234 [7]. The PDN Gateway address(es) are determined at this point as described in section 5.4.2.1  The information about PDN GWs is returned as part of the reply from the 3GPP AAA Proxy to the ePDG.  This may entail an additional name resolution step, issuing a request to a DNS Server for each PDN GW.

2)
The ePDG has the information about connectivity with multiple PDN GWs. ePDG shall then send multiple Proxy Binding Update messages corresponding to number of PDN GWs to the Serving GW to be forwarded to each PDN GW. The proxy binding update message shall be secured.

Editor's note:How to select a visited Serving GW is FFS. If APN should be included in this step is FFS.
Editor’s note: It is for FFS that how the sending of multiple Proxy Binding Messages from ePDG to serving GW can be optimized. 
Editor's note:How the Proxy Binding Update message is secured is FFS.

3)
The visited Serving GW processes the proxy binding update and creates a binding cache entry for the UE.  Then the visited Serving GW then sends the Proxy Binding Update message to each PDN GW that needs to be connected, now using its own address as the MAG address.  The proxy binding update message shall be secured. Note that the binding cache entry on the Serving GW does not yet have the UE's IP address information. This information will be added to the binding cache entry after step 4.

Editor's note:
How the Proxy Binding Update message is secured is FFS.
Editor's note:
Whether the visited Serving GW should inform the visited 3GPP AAA server that it is serving the UE is FFS.  It is FFS which entity stores the allocated Serving GW IP Address.
4)
Each PDN GW informs the 3GPP AAA Server of the PDN GW address.
Editor's note:
It is FFS whether this step can be avoided, e.g. if the PDN GW address is already known by the AAA/HSS by other means.

5)
Each PDN GW processes the proxy binding update and creates a binding cache entry for the UE.  The PDN GW also allocates an IP address for the UE. Each PDN GW then sends a proxy binding ack to the Serving GW, including the IP address allocated for the UE.  Once the Serving GW processes the proxy Binding Ack, it stores the UE's IP address information in the binding cache entry.
NOTE:
If UE requests for both IPv4 and IPv6 addresses, both are allocated.  If the UE requests for only IPv4 or IPv6 address only one address is allocated accordingly.

Editor's note:
It is FFS which entity stores the allocated PDN GW IP Address.

6)
On reception of Proxy binding ack from each PDN GW, the Serving GW sends the Proxy binding acks corresponding to each PDN GW to the ePDG with all the necessary configuration information including IP address assigned by that PDN GW, to the UE. Thus at this point tunnels are setup between S-GW and each of the requested PDN GWs. After the Proxy BU/Proxy BAck is successful, there is also a PMIPv6 tunnel setup between the Serving GW and the PDN GW.
7)
The ePDG continues with the IKE_AUTH exchange.
8)
The ePDG sends the final IKEv2 message with all IP addresses corresponding to each PDN GWs in IKEv2 Configuration payloads.  The IP addresses sent in the IKEv2 configuration payload are the same addresses that the ePDG received in the Proxy Binding Ack message from the Serving GW..


Editor’s Note: The indication of the IP address corresponding to a particular PDN may be in the form of an APN. Actual procedure is FFS.
9)
IP connectivity from the UE to each PDN GW is now setup. Any packet in the uplink direction is tunnelled to the ePDG by the UE using the IPSec tunnel. The ePDG then tunnels the packet to the visited Serving GW. The visited Serving GW then tunnels the packet to the corresponding PDN GW based on the source IP address of the packet. From the PDN GW normal IP based routing takes place. In the downlink direction, the packet for UE (HoA) arrives at the PDN GW. The PDN GW tunnels the packet based on the binding cache entry to the visited Serving GW. The visited Serving GW tunnels the packet based on the binding cache entry to the ePDG. The ePDG then tunnels the packet to the UE via proper IPsec tunnel.
Editor's note:
How the Serving GW maps the two PMIPv6 tunnels, one from the ePDG to the Serving GW and one from the Serving GW to the PDN GW based on the UE's address is FFS.
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