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Abstract of the contribution:
This contribution discusses different methods to transfer data when direct forwarding is not possible and questions whether specifying an indirect data forwarding method is needed.
Introduction
During last SA2 meeting, indirect data forwarding has been proposed in case of impossibility to forward data directly between eNodeBs (either over X2 interface or via IP connectivity)
The current discussion paper shows that there are different methods to perform indirect data forwarding and that simple method can fulfil most of needs so that new procedures to support indirect forwarding appears un-necessary complex.
Discussion
When there is no direct X2 and no IP connectivity between two eNodeBs (for example in case source and target eNodeB belong to two different private sub-networks) at least 2 solutions can be studied for data forwarding between eNodeBs:
· Routing via Public addresses provided by the eNodeBs in border areas
· Indirect routing via Serving-GWs 

Routing via Public addresses provided by eNodeBs 

By configuration, an eNodeB can know when they have no direct connectivity with other eNodeBs. In that case, they can provide a public address in the HO messages.

This solution requires configuration of both private a public addresses in some of the eNodeBs of the Network (for the eNodeBs at the border of the private domain).

This solution does not require specific specifications and is simple; amount of needed configuration just depends on the number of border eNodeBs.
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Indirect data forwarding via Serving-GWs: 
In this proposal, the MME notices that indirect forwarding is needed and establishes 3 GTP-U tunnels per bearer:

- One GTP-U tunnel between source eNodeB and source Serving-GW, in addition to the normal GTP-U tunnel already established during normal operation prior to the initiation of the handover procedure
- One GTP-U tunnel between source and target Serving-GWs
- One GTP-U tunnel between target Serving-GW and Target eNodeB 
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With this proposal, additional procedures are needed by both the source and the target MME in order to establish additional GTP-U tunnels (3 additional tunnels for each dedicated bearer of the UE). In addition, the SERVING-GW will have to be notified of the need to perform data forwarding between GTP-U tunnels and such data forwarding mechanism will be needed.
At least three aspects of this proposal require further study:

· The impact of traversing three additional tunnels (latency, etc...)

· How the new procedure is triggered to setup the additional tunnels
· How to set up the Source SAEGW to Target SAEGW tunnel without explicit signaling (i.e. avoid a bearer setup procedure in addition to the handover signaling)

Conclusion

From the above analysis, it can be concluded that in case direct data forwarding is not possible, one simpler solutions exists:

· Routing via Public addresses provided by the eNodeBs

The second solution (indirect routing via Serving GWs) appears more complex and does not provide advantages compares to the first one.
In addition, it can be considered that for most of cases, direct data forwarding will take place as it is expected that for most of cases there will be a X2 or an IP connectivity between eNodeBs.
As a consequence, any other procedure for indirect data forwarding will be rarely used. It is expected that for remaining cases, it is possible to configure private a public addresses in each eNodeB so that in case of HO to eNB with no X2 or IP connectivity, the eNodeB can provide its Public address instead of providing its private one.

We think it is preferable that no complex procedure should be specified to solve such a rare case so that we avoid additional complexity in the SAE network elements (Serving-GW, eNodeB and MME) and we avoid complexity, error cases handling and additional latency in the HO procedure.
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5. HO indication (Target SERVING-GW public address and TEID)





5. eNB1 forwards packets to Source SAEGW TEID
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6. Target SAEGW  forwards packets to Target eNodeB





4. MME2 notices that eNodeB2 address is private and request to Target S-SEAGW a GTP-U TEID





5. Source SAEGW forwards packets to Target SAEGW TEID





4. MME1 should notice that it needs to establish the tunnel with Source SERVING-GW. MME1 also establish a tunnel with source eNodeB to allow forwarding of data
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