SA WG2 Temporary Document

Page 6
-


3GPP TSG SA WG2 Architecture — S2#57
S2-071727
23 - 27 April 2007

Beijing, China

Source:
Nortel, Samsung
Title:
Way forward for Local Breakout with IMS
Document for:
Approval

Agenda Item:
8.8.1
Work Item / Release:
SAE / REL-8
Abstract of the contribution:

This contribution analyses the Dual IP address approach into more details and proposes to support it as a working assumption for local breakout with IMS.

1
Introduction
Section 7.2.2.1 in TR 23.882 lists three solutions for Local breakout of IMS bearer traffic:
· Visited P-CSCF;

· Dual IP address, and

· Mobile IPv6 Route Optimisation.
The present paper provides a high-level analysis of these three options and recommends supporting the Dual IP address approach for Stage 2 specification. The paper then addresses the impact of this approach on the terminal and on the network, and then discusses how some of them may be resolved.
2
Why supporting the Dual IP address approach?
Of the three approaches listed above, we believe that the MIPv6 RO is highly unlikely to be supported for Stage 2 specification, at least as part of REL-8. One of the reasons is that it depends on host-based mobility (CMIP) and thus cannot be applied in networks based on 3GPP access only or in networks relying on PMIP for inter-technology mobility. In addition, as already noted in Section 7.2.2.1.3.2 in TR 23.882, the MIPv6 RO approach is not aligned with the current SAE assumption of using network-based mobility on S8 (GTP or PMIP). For these reasons it is recommended that the MIPv6 RO approach be left for further study (i.e. post REL-8).
The Visited P-CSCF approach has a nice feature in that it requires only one IP address in the terminal for both SIP signalling and bearer traffic. However, as already pointed out in Section 7.2.2.1.1.1 TR 23.882, the Visited P-CSCF approach does not support inter-PLMN handovers. In addition, this approach requires IMS support in the Visited network, which may not always be the case.
The Dual IP address approach has the following advantages:
· It supports inter-PLMN handovers;

· Is fully aligned with the agreed SAE architecture;
· Works with both GTP and IETF based S8;

· Does not require IMS support in the Visited network.
Last but not least, it is worth noting that 3GPP2 have recently decided to go with the Dual IP address approach (see [1]).
For these reasons it is recommended here to support the Dual IP address approach for Stage 2 specification.

3
Addressing some open points with the Dual IP address approach

Section 7.2.2.1.2 in TR 23.882 points out the following open points with the Dual IP address approach:
· Applicability to the GTP-based S8a;
· Impact on the PCC architecture;
· Impact on the terminal;
· NAT traversal.

This section addresses these points in further details.

3.1
Applicability to GTP-based S5/S8
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Figure 1: Local Breakout with Dual IP addresses: GTP based S5/S8 (top) and IETF based S5/S8 (bottom)
The Dual IP address approach is basically an example for concurrent access to two PDNs: PDN1 in the HPLMN and PDN2 in the VPLMN. Concurrent access with multiple PDNs is an existing R99 feature and there is no issue for supporting it in SAE, regardless of the S5/S8 protocol variant.
In order to allow the VPLMN to perform QoS/Policy enforcement on the bearer traffic (PDN GW2), as well as flow based charging, the HPLMN needs a means to convey the relevant Gx-based information to the PDN GW2. This can be achieved by using the S9 reference point to convey this information to the Visited PDN (PDN GW2), possibly via a vPCRF functionality, as depicted in Figure 1. The S9 reference point already exists in TS 23.402, and would have to be introduced in TS 23.401.
NOTE: the S7 instance in the VPLMN for support of Local Breakout (vPCRF to PDN GW2) is new for both the GTP and IETF variant of S8. Note that the existing S7 instance in TS 23.402 connects the vPCRF to the Serving GW and its existence will likely be needed only in TS 23.402.
Conclusion 1: support for Dual IP address approach with GTP based S5/S8 is possible and requires introduction of S9 for the purpose of dynamic signalling of QoS/Policy information related to PDN2.
3.2
Impact on the PCC architecture
Depicted in Figure 2 is a simplified architecture applicable to both GTP and IETF variant of S5/S8. The vPCRF function was omitted in order to better visualise the two S7 (Gx) instances coming out of the hPCRF function.
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Figure 2: PCC impact: one Rx instance bound to two S7 (Gx) instances
As mentioned in the previous section, there should be no issue to support multiple PDNs in SAE, even when each of the PDNs is controlled by the PCC infrastructure. In addition, REL-7 IMS already allows the UE to use one IP address for signalling (specified in the Contact header) and different IP address(es) for media (specified in the “c=” parameter of the SDP) (see Section 6.1.1 in TS 24.228 v7.7.0).
What is new here is that both PDNs (PDN1 and PDN2) are now controlled by the same PCRF node. In other words, a single Rx instance is now bound to two S7 (Gx) instances, which is not supported in REL-7 PCC.
Conclusion 2: support for Dual IP address requires extensions to the REL-7 architecture e.g. support of multiple Gx instances and possibly enhanced mechanisms for hPCRF node discovery.

The PCC architecture may also be impacted by the solution for handovers involving a Serving GW change and/or PDN GW2 change (e.g. the latter occurs during inter-PLMN handovers).
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Figure 3: Handover involving Serving GW relocation: PDN GW2 relocation is postponed until there are ongoing VoIP sessions
Figure 3 and 4 show two approaches for handovers involving Serving GW relocation:
In Figure 3 the Serving GW is relocated while keeping the original PDN GW2. This is achieved by instantiating an S5 interface between the Target Gateway (in the role of Serving GW) and the original PDN GW2. The bearer path after handover in this approach is thus not optimised, however the advantage of this approach is that it minimises the service break, which is in particular important for real time traffic (e.g. VoIP). Once the ongoing VoIP sessions are terminated, it should be possible for the network to trigger a streamlining procedure by which the old PDN GW2 is released and a new PDN GW is assigned in order to optimise the bearer path for future VoIP sessions. In this approach there is no additional impact on the PCC architecture, as the S7 instance in the Visited network is static.
In Figure 4 the “local” PDN GW (PDN GW2) is relocated at the same time as the Serving GW. This would typically be the case in inter-PLMN handovers. In this approach a new “local” PDN GW (PDN GW3) is assigned, which implies a new IP address for the bearer plane (hosted on SGi 3), as well as relocation of the S7 leg (from PDN GW2 to PDN GW3).
Conclusion 3: the PCC architecture should be enhanced to cope with relocation of the S7 leg in the Visited network.
NOTE: the change of local IP address requires that the UE shall send a reINVITE to the remote party. The service interruption in the Figure 4 case is therefore longer than in the Figure 3 case. Nevertheless, as SA2 has already pointed out in a liaison reply to RAN3 (S2-062566): “However SA2 believe that MME/UPE relocation should be a relatively infrequent event, and does not need to have the same performance as intra-UPE handover, which should be the main way of supporting intra-LTE handover.”.
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Figure 4: Handover involving Serving GW relocation: PDN GW2 relocated at the same time (e.g. Inter-PLMN handover)

3.3
Impact on the terminal

With the Dual IP address approach the terminal has to handle two IP addresses: IP@1 used primarily for SIP signalling and IP@2 used primarily for local breakout of bearer traffic. It is assumed here that the “local PDN” (PDN GW2) is set up at network attachment, as part of the Default IP access service. The reason for this assumption is that the local PDN cannot be set up on the fly, because the IP@2 has to be known by the IMS client in advance i.e. before sending the SIP INVITE. The decision to set up the two PDNs on Attach may be based on the user’s subscription (e.g. only for VoIMS users) and/ or roaming agreements (e.g. only when the user roams in certain VPLMNs).
Conclusion 4: the Attach procedure may be impacted with Local Breakout in that the two PDNs may have to be set up simultaneously upon network attachment.
The IMS client in the terminal should be able to get all the IP addresses of the terminal’s IP interfaces by using standard OS procedures (e.g. by using primitives similar to gethostbyname()). This should be fairly easy even for non-integrated devices, such as laptops.
What follows below is a list of questions that need to be addressed in further details:
· Q1: how does the IMS client know which IP address to use for SIP signalling and which IP address to use for SDP media description?
· Q2: how is the routeing table in the UE set up (i.e. the table used to route uplink packets towards PDN1 or PDN2)?

· Q3: in case of handover involving PDN GW2 relocation (e.g. inter-PLMN HO depicted in Figure 4) how is the IMS client informed of the change so that it can trigger a SIP reINVITE? Additionally, how is this change of IP address updated in the terminal’s routeing table?
· Other…

We believe that all these issues can be resolved with standard techniques (i.e. techniques that do not require any changes to existing commonly used APIs).
Conclusion 5: this section has identified some terminal impacts with the Dual IP address approach. It is felt that none of them is impossible to solve.

3.4
NAT traversal

NAT traversal is a complex issue and requires more detailed study. In this paper we only touch on the problem for completeness, while recognising that further study is needed.
Although in the general case both IP@1 (PDN GW1) and IP@2 (PDN GW2) may be NATed, it is the NAT traversal on the “local PDN” (IP@2) that is likely to be the issue.
Annex G in TS 23.228 currently describes two reference models for NAT traversal:
· IMS-ALG and IMS Access Gateway, and

· ICE and Outbound.

At first glance it seems that the IMS-ALG approach is not compatible with the Dual IP address approach because it would require an Iq interface (IMS-ALG to IMS Access GW) stretching across the roaming boundary.
The ICE and Outbound approach may be applicable (FFS) although it would require a presence of STUN server in the Visited network, as well as STUN client in the terminal.
Conclusion 6: NAT traversal remains FFS.

4
Proposal
It is proposed to support the Dual IP address approach for local breakout of IMS bearer traffic as a working assumption for Stage 2 specification.
It is proposed to agree the local breakout architectures for 23.401 and 23.402 provided in S2-071728.

It is proposed to initiate work in the PCC group on the identified impact to support the Dual IP address approach (Section 3.2 of the present paper).
It is proposed to further study the terminal impact (identified in Section 3.3 of the present paper).
It is proposed to further study the NAT traversal issue.
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