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1   
Introduction
This contribution explains how inter PLMN roaming is handled in a One Tunnel configuration using GGSN Proxy’s for roaming traffic and proposes to include a new sub-clause in TR 23.809 with a description.  

2   
Discussion
The signaling diagram for PLMN roaming showed in figure 2 on next page is a generic procedure that applies for inter-PLMN Mobility Management procedures in general. It shows the signaling for a UE that roams from one VPLMN to another VPLMN as shown as an overview in figure 1. If one or both of the VPLMN’s uses the One Tunnel feature and hence has a GGSN Proxy node configured for roaming traffic, the GGSN Proxy node needs to be switched during MM procedures. Inter PLMN roaming, which is still only rarely deployed in today’s GPRS networks, but which can be expected to be more important in the future, is made possible using a new flag in the Create and Delete PDP Context messages. This is explained in the text below figure 2.   
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Figure 1: Inter PLMN Roaming
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Figure 2: Signaling diagram for Inter PLMN Roaming 

1. At some point in the MM procedure, the PDP Contexts are moved over to the new SGSN in the new VPLMN. The content of these messages should be unchanged, which guarantees the interoperability between operators using Rel-7 One Tunnel Networks and operators not using One Tunnel or using Rel-6 or older networks.  

2. When One Tunnel is used in the new SGSN in the new VPLMN, the new SGSN identifies the UE as a visiting subscriber and therefore selects a GGSN Proxy for it. Instead of sending Update PDP Context messages to the HPLMN GGSNs, it then sends a Create PDP Context Request with a new relocate flag set, to the selected GGSN Proxy. 

3. The GGSN Proxy establishes the relocated PDP Contexts and sends Update PDP Context messages to the HPLMN GGSNs to switch the GTP tunnels to the new VPLMN. (From the HPLMN GGSN point of view, the GGSN Proxy acts as an SGSN, i.e. sends Update PDP context during MM). 

4. When the new SGSN has received the Create PDP Context Response and thereby knows the HPLMN GGSNs have acknowledged the updated PDP contexts, it updates the HLR with the new location of the UE. 

5. The HLR responds to the location update by sending a Cancel Location to the old SGSN for removal of context information in the SGSN. 

6. The old SGSN removes its context information. From the Context exchange in step 1, the old SGSN knows that the new SGSN is located outside the PLMN (or region). Therefore it sends one or more messages, Delete PDP Context Request, to the GGSN Proxy. Since it is deletion of relocated PDP contexts, the GGSN Proxy deletes its PDP context but doesn’t forward any delete PDP context to home GGSN.   
One of the benefits with GGSN Proxy is that it enables Topology Hiding, i.e. that SGSN nodes don’t need to directly communicate with other nodes outside the PLMN. Hence firewalls may also be configured to stop any attempts to access SGSNs from outside the PLMN. This may protect from problems caused by mis-configurations in other GPRS networks around the world, and also direct attacks even if these should be considered less likely in a closed network environment like GRX. 

When a user moves between two PLMNs and wants to maintain ongoing PS connectivity and sessions, communication between SGSNs in different PLMNs is required for context transfer. This can make Topology Hiding less effective. Currently it might not be a problem since inter PLMN roaming are today only rarely used in operators’ networks, but in future there may be more demand for inter PLMN roaming in the PS domain. To avoid having to expose SGSNs to external networks during inter PLMN roaming and have full benefit of the Topology Hiding, the context exchange messages may be routed as exemplified in step 1 in figure 2.

The messages for SGSN Context Request/Response/Acknowledge can be routed through the GGSN Proxy. This is done by changing the configuration tables an SGSN uses to find the IP addresses to other SGSNs from the Old RAI. The GGSN Proxy is then provided with a similar table, which translates Old RAI to an address to a node (GGSN Proxy or SGSN) in the other operator’s network. This is again the concept of the GGSN Proxy playing the role of an SGSN towards external networks. 
Using the GGSN Proxy as the only interface to other operators’ networks, may also simplify the process for establishing roaming agreements between operators. Only the addresses to each operator’s GGSN Proxy needs to be exchanged. These are then valid for any RAI in the other operator’s network.   
The translation table that is used in a GGSN Proxy to have full Topology Hiding and a simplified roaming agreement configuration should be a ‘bi-directional’ translation table. ‘Foreign’ Old RAIs for outgoing requests shall be translated to one external GGSN Proxy, and for incoming requests shall RAIs to the own PLMN be translated to the correct SGSN.   
The beauty of this is that the translation becomes very simple if a roaming partner uses GGSN Proxy. All RAIs of that PLMN is then translated to one single external GGSN Proxy. This will facilitate inter PLMN roaming agreements and configurations to a great extent and make it feasible in practice. For redundancy reasons, more than one GGSN Proxy may be used to have alternatives if an external GGSN Proxy doesn’t respond. 

Below is shown what it looks like when this generic procedure is applied on Inter SGSN Routeing Area Update (subclause 6.9.1.2.2 in TS 23.060).
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Figure 3: Inter SGSN Routeing Area Update Procedure with GGSN Proxy
Regional Roaming and GGSN Proxy 

The procedure for switching the GGSN Proxy in inter PLMN Roaming cases can be used for “regional roaming” with one single PLMN as well. In very large networks operators may find it desirable to divide the PLMN into smaller sub-networks (possibly limiting the connectivity between RNCs and GGSNs) and apply special roaming and traffic optimization procedures. The figure below gives an example of how inter PLMN roaming by specific configuration may also be applied within a PLMN.
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Figure 4: Regional Roaming

In step 1) a UE establishes PDP contexts to a GGSN in its own region. Both “normal traffic” and any emergency calls may terminate in this GGSN. 

While connected the UE moves to another city/region that has a separate network configuration. The SGSN in the new region (possibly in a new SGSN pool) identifies that the UE was previously connected to an SGSN in another region and then selects a GGSN Proxy for the UE. The procedure described above updates the PDP context(s) to connect via the GGSN Proxy in Region 2 to the GGSN in Region 1 as shown in step 2) in the figure above. When required a locally terminated PDP context as shown in step 2) (red line) may also be established. The GGSN Proxy in region 2 may for example force an emergency PDP context to be established locally and hence the GGSN Proxy in that case instead taking a role as a GGSN. Locally terminated PDP contexts may also be established in other ways. For example, the establishment of a locally terminated PDP context may be initiated by the GGSN Proxy after the normal MM procedure.
3   
Proposal

It is proposed to in the TR 23.809 introduce a new subclause 6.5a.3.4 describing the procedure for how GGSN Proxy is changed in inter PLMN roaming cases and include the first part of the text from the discussion part (clause 2) above (until and including step 6 below figure 2). The text from the part describing “Regional roaming and GGSN Proxy” is proposed to be added to 6.19.3.
First change

6.19
Limited Connectivity between RNCs and GGSNs

Inter-SGSN RA Update in large scale network or across the PLMNs, the SGSN may need to decide whether to allow the RNC connecting to the GGSN directly or whether another additional user plane node needs to be connected.

6.19.1
SGSN controlled bearer optimisation

To be described.
6.19.2
GGSN Bearer relay

To be described.

6.19.3
GGSN Proxy


The procedure for switching the GGSN Proxy in inter PLMN Roaming cases can be used for “regional roaming” within one single PLMN as well. In very large networks operators may find it desirable to divide the PLMN into smaller sub-networks (possibly limiting the connectivity between RNCs and GGSNs) and apply special roaming and traffic optimization procedures. The figure below gives an example of how inter PLMN roaming by specific configuration may also be applied within a PLMN.
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Figure 6.19.3 - 4: Regional Roaming

In step 1 a UE establishes PDP contexts to a GGSN in its own region. Both “normal traffic” and any emergency calls may terminate in this GGSN. 

While connected the UE moves to another city/region that has a separate network configuration. The SGSN in the new region (possibly in a new SGSN pool) identifies that the UE was previously connected to an SGSN in another region and then selects a GGSN Proxy for the UE. The procedure described above updates the PDP context(s) to connect via the GGSN Proxy in Region 2 to the GGSN in Region 1 as shown in step 2 in the figure above. When required a locally terminated PDP context as shown in step 2 (red line) may also be established. The GGSN Proxy in region 2 may for example force an emergency PDP context to be established locally and hence the GGSN Proxy in that case instead taking a role as a GGSN. Locally terminated PDP contexts may also be established in other ways. For example, the establishment of a locally terminated PDP context may be initiated by the GGSN Proxy after the normal MM procedure.

End of changes
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Figure 1: Inter PLMN Roaming
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