SA WG2 Temporary Document

Page 3
-


3GPP TSG SA WG2 Architecture — S2#48
S2-052198
5 – 9 September, 2005

Sophia Antipolis, France

Source:
Nortel Networks
Title:
IP Bearer Plane, Downlink duplication and QoS
Document for:
Discussion and Approval
Agenda Item:
7.4.3
Work Item / Release:
SAE
1) Introduction

Document SRJ-050126 (version 3) created at the last joint SA2/RAN3 meeting in Montreal, suggested QoS Negotiation in both AN and CN, IP bearer management FFS in RAN and Downlink duplication for HO FFS in both An and CN as following:
	Location:

High-level Function:
	RAN
	CN
	Comments

	…
	
	
	

	QoS Negotiation
	X
	X
	

	IP bearer management
	FFS
	X
	

	Downlink duplication for HO support
	FFS
	FFS
	If needed


As all these aspects are linked to IP Bearer management, the purpose of this paper is to clarify these functions and described in particular a simplified QoS management based on the principle of using a single IP address allocated by the SAE Network for a UE, and multiplexing UE Flows on this unique IP Bearer.

2) Discussion

Direct IP Bearer management between AN (eNodeB) and ASGW
In order to flatten the SAE Network compared to 2G/3G Networks a direct IP bearer should be established between the AN (e-NodeB) and the IP access point for data transfer (ASGW): a lower latency for data services and in consequence good performances with IP applications will be obtained, deployment cost will be reduced. There is no need for intermediate UP relay between the AN and ASGW (if we consider MMF function described in a separate document, IP Bearer tunnel management belongs then to AN (e-NodeB) and AS GW and does not interfere with MMF).

Downlink duplication

In order to offer a seamless HO for RT bearers in case of UE change of AN (eNodeB), it is suggested that the ASGW could duplicates Downlink data to source and target e-NodeB when the UE will change of eNodeB.

QoS Management

With all services being provided over IP, UEs attached to the SAE requires an IP address at all times: TR 23.882 clause 5, states “The basic IP connectivity in the evolved architecture is established during the initial access phase of the UE to the network.” Therefore, an IP address must be assigned to the UE and a UE context established during the attach procedure. This IP address is assigned and managed at the Access System Gateway (ASGW) node (an evolved GGSN).

We propose a QoS mechanism that does not depend on awareness of individual IP flows within the SAE network in the manner that RAB’s and Secondary PDP Contexts are used in UMTS networks. In this proposal, only the ASGW understands individual IP flows for the purpose of adding DiffServ marking to packets which transit the SAE network edge to and from the UE. QoS is managed within the SAE network user plane only on the basis of the DiffServ marking of each packet.
The concept of secondary PDP contexts and RABs is then avoided in SAE to simplify network elements.
· QoS Contracts 

During the attach procedure, a default UE context is activated in the ASGW (this UE context contains default QoS parameter (either provided by the UE, or Operator defined or subscription based) and UE IP address allocated by the ASGW). During this procedure, as with any context activation which would be needed to eventually provide another IP address to the UE, QoS negotiation takes place between the UE, the ASGW, and the eNodeB. The result of the QoS negotiation is an agreed set of QoS parameters referred to in this paper as a “QoS contract”.

The eNodeB is involved in QoS negotiation in terms of CAC (admission control) only: the  eNodeB’s checks whether it can handle  the requested QoS as a 3G RNC does at RAB Establishment request. If the eNodeB cannot accept the requested QoS, it rejects or negotiates down the requested QoS. This is equivalent to the 3G QoS negotiation mechanism.
· IP Flow management

It is suggested that multiple IP flows per UE can be aggregated within the “always-there” tunnel and managed through Diffserv mechanisms in the UE, E-NodeB and ASGW:

· In the UE: for uplink packets, the UE performs the Diffserv marking according to negotiated QoS for the appropriate IP Flow.

· In the eNodeB: After CAC, the eNodeB handles packets in terms of a packet’s DiffServ marking.

· For uplink packets, the eNodeB simply copies the Diffserv codepoint (DSCP) from an uplink packet to the tunnel header which it is placing on the packet as it forwards to the ASGW. In the uplink, it is assumed that the radio network capacity is less than the backhaul capacity as this ensures efficient use of the radio resources. As such, there is no need to protect the core network from the radio network and the eNodeB does not need to perform shaping.
· For downlink packet, the eNodeB could use Diffserv codepoint marking received from the ASGW to determine appropriate handling of the packet on the radio interface. For Downlink packet, ASGW is in charge of policing and traffic shaping according to negotiated QoS so that the eNodeB could avoid policing and shaping in either the uplink or the downlink. The eNodeB is not required to maintain context data on a per-IP flow basis.
· In the ASGW: Policing (including re-marking Diffserv codepoints to match the QoS contract) and shaping is performed by the ASGW in the downlink as well as the uplink direction. The ASGW containing the “always-there” IP context tracks the user’s QoS contracts. ASGW provides policing and shaping in the uplink and downlink. If the UE abuse its uplink QoS, the ASGW can negotiate a new QoS level with the UE or, failing that negotiation, blacklist the UE: the ASGW sends a control message to the eNodeB to inform it that this UE is in violation of the QoS contract.  This protects the network from aberrant UEs.

As a result, the SAE network requires awareness of individual IP flows only at the edge node of the SAE, the ASGW. E-NodeB just need to see each packet Diffserv information and not the related IP Flow.
3) Conclusion and Proposal

This proposal simplifies the SAE QoS by aligning with IP QoS mechanisms and limiting the number of nodes involved in QoS activities. QoS policing and shaping is performed at the ASGW. The eNodeB and UE utilize per packet differential treatment. This links the RF treatment to the packet marking.

In summary, it is proposed to handle QoS in SAE as following:

· a direct IP bearer should be established between the AN (e-NodeB) and the ASGW
· During the attach procedure, a default UE context is created in the ASGW (this UE context contains default QoS parameter (either provided by the UE, Operator defined or subscription based) and UE IP address). During this procedure, as with any context activation, QoS negotiation takes place between the UE, the ASGW, and the eNodeB in a similar way to 3G QoS negotiation mechanism.
· In the downlink, the ASGW adds Diffserv marking to the packets according to negociated QoS and eNodeB uses a packet’s DiffServ marking to determine how to handle the packet on the radio interface.

· In the uplink, the UE determines how to handle the packet on the radio interface based on the negotiated QoS and marks the packets Diffserv accordingly. The eNodeB then reuses this Diffserv marking when sending UL Packets to the ASGW.
· The ASGW is responsible for authorizing and negotiating the UE’s QoS contracts. The eNodeB is involved in this negotiation by verifying that it can satisfy the requested QoS given its other QoS commitments at bearer establishment.

· The ASGW node polices the uplink and takes action against a UE violating its QoS contracts. 
Nortel also suggests following updates for the table:

	Location:

High-level Function:
	RAN
	MMF (Mobility Management Function)
	AS GW
	Comments

	…
	
	
	
	

	QoS Negotiation
	X
	
	X
	

	IP bearer management
	X
	
	X
	

	Downlink duplication for HO support
	
	
	X
	The ASGW can duplicate Downlink data to source and target e-NodeB when the UE will change of eNodeB for RT bearer services.
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