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1.  Discussion

In this SA2 meeting Ericsson provides a CR on 23.236 (S2-05xxxx) introducing a re-distribution solution in line with working assumptions agreed in last SA2#47 meeting. A possible enhancement of such a solution is to avoid roaming terminals from registering into the CN node while being off-loaded. This is related to the NAS Node Selection Function that is located in RNCs and BSCs (see TS 23.236 clause 3.1 & 4.4). All RNCs and BSCs need to be aware of which and when a CN node is being off-loaded, to be able to exclude that particular CN node from its NAS node selection algorithm. 

We have identified at least five different alternatives for doing this:

1. Manually blocking the CN node being off-loaded in all BSCs and RNCs by O&M commands

2. Introduce new messages for blocking/deblocking on A, Gb and Iu interfaces.

3. Add new IEs on RANAP/BSSMAP/BSSGP level in the messages that transport the Location update accept, Routing area update accept and Attach accept messages to indicate to the BSC/RNC that blocking shall be done. The blocking then remains in effect for a certain period of time.   

4. Extend the usage of the null-NRI to also trigger a blocking when encountered in the BSC/RNC.

5. Live without any blocking at all. 

Alternative 1

O&M commands can be used to block CN nodes in the BSCs and RNCs that are connected to the pool. This solution doesn’t need to be standardized. It works in any multi-vendor environment as long as this blocking possibility is offered. The drawback with the solution is that it is more work for an operator to operate a pool. 

Alternative 2

New signals to block and de-block all BSCs and RNCs connected to a pool should be the cleanest solution. It has also the advantage that it will save NRI space (up to one bit). Only one unique ‘null-NRI’ is then sufficient for the whole network, as a blocking signal will indicate to a BSC/RNC to exclude a CN node in the NAS Node Selection algorithm before the BSC/RNC encounters any null-NRI in received messages. The drawback is that this alternative impacts both the RANAP, BSSMAP and BSSGP protocols. 

When this solution is used, it is important to distinguish block/de-blocking issued at re-distribution, from any messaging done to handle an overload situation.  Re-distribution is something that is used for minimizing end-user impact at maintenance operations or to avoid overload situations (when used to balance the load in a pool). The protocol changes to support this may be quite simple. Functions to handle acute overload situations in an appropriate way are most likely much more complex to its nature. They must for example respond immediately with a reduction in load of concerned node. Re-distribution on the other hand causes a temporarily increased load on concerned nodes

Alternative 3

Alternative 3 is similar to alternative 2, but instead of using new specific messages, new IEs are added in existing messages. It will however only be possible to indicate the start of a blocking. The de-blocking must be defined using some kind of time-out similar to the time-out in alternative 4 (de-block = no more blocking indications for a while). 

Compared to using dedicated signals in alternative 2, new IEs are not as clean. The RANAP Direct Transfer message will for example get a new IE. As the Direct Transfer today “operates” on one UE at a time, the new IE to block the CN node will operate more on a group level. Hence adding new IEs to existing messages is not as clean as defining new messages. 

Alternative 4

In this solution the BSC or RNC invokes the exclusion of a CN node when it encounters a null-NRI in a location message from a UE. The exclusion remains in effect until no more null-NRIs have been found for a certain period of time. This method is a simple way for BSC/RNC nodes to understand when to “block” a CN node from new UEs and it doesn’t require any changes to CN–RAN protocols. 

However, when analysing this solution one finds major drawbacks. These drawbacks will decrease the performance of the pool and will in the worst case, if all CN nodes are blocked simultaneously, completely block new terminals from connecting to the network at all. Not much benefit of having a pool in these circumstances!

The problem is that NRIs that are defined as null-NRIs may show-up for other reasons than re-distribution operations in a pool. Some of these potential reasons are:

· A terminal starts to be active immediately after it has received a null-NRI and remains active for a long time. No immediate location update and subsequent re-distribution will then occur, but it can happen at a much later stage.

· A terminal powers-off immediately after a null-NRI has been received. The TMSI/P-TMSI with the null-NRI is then saved and used at some later time. 

· Users are roaming into the pool from CN nodes outside the pool that are not pool aware. These CN nodes will assign TMSIs/P-TMSIs that sometimes match the null-NRIs defined in the pool.

· Denial of service attacks may be staged against operators’ mobile networks.

· Additional reasons may be found.   

Alternative 5

The roamers entering a CN node being off-loaded should be quite few compared to the number of moved UEs, and doesn’t cause must extra work (in comparison to the whole re-distribution). Therefore it may simply be sufficient to completely ignore that roaming UEs enters while a CN node is being off-loaded.

2. Proposal

It is proposed to discuss the alternatives. Most important is to decide now is whether we shall go for a signalling based approach (alt 2 or 3) or not. If we are using such an approach, then it should be sufficient to use only one common Null-NRI for all nodes (the CR needs to be updated accordingly) and we will save NRI-space (and TMSI/P-TMSI space) - up to one bit.
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