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1. Introduction 
At SA2#47 there was discussion about the requirements for further enhancing the E2E QoS functionality beyond today’s use of DiffServ based SLAs defined by the GSMA for use across the GRX network. Several operators commented that their IP networking staff were comfortable with a DiffServ based approach and an LS from the GSMA (S2-051752). The LS recognised “that evolved GRXs must provide predictable QoS.” 

This contribution addresses the issue of predictability of the E2E QoS solution under different conditions.
2. DiffServ under normal operation 

In order to quantify the benefits of enhanced E2E QoS techniques under normal operating conditions, an IP backbone was built with STM-4 links and traffic corresponding to conversational, streaming interactive and background classes passed across the network. The amount of traffic in each class was equivalent and increased until a particular link became over-subscribed. The results of the differentiated per hop behaviours on the latency and throughput are shown in Figure 1 below. 

These results show that even when the link becomes over-subscribed, the conversational and streaming traffic classes exhibit correct behaviour; conversational traffic will not be impacted by the over subscription (in this case, since all 4 traffic classes ingress with equal rate, the conversational and streaming traffic represent 50% of the overall bandwidth of a particular link.
We therefore conclude that under normal operating conditions that the DiffServ based approach provides predictable QoS behaviour for the various different traffic classes. 
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Figure 1: DiffServ handling of different Traffic Classes
3. Failure Conditions 

It is important to understand the impact on the predictable QoS delivered under normal operating conditions with the QoS delivered under failure conditions. Service providers are deploying IP/MPLS networks with bandwidth protection which delivers sub 50ms recovery during network failures utilizing MPLS Traffic Engineering with Fast Re-Route capability. Fast Re-Route enables all traffic carried by LSPs that traverse a failed link or node to be rerouted around the failure.
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Figure 2: MPLS TE FRR for link protection in the core

In particular, it is envisioned that the SLA demanded by mobile operators will require the backbone networks to accommodate such failure cases. However, which failure cases should be planned for? Only a single node or link? A failure at the busiest hour of the busiest day?

4. Impact of Failure Conditions of DiffServ Approaches

We consider an artificial network made up of 4 GGSNs each able to support 60 Mbit/s of conversational traffic, We assume that the traffic from a GGSN is equally split between the other GGSNs and examine the load on an STM-1 based core IP network, see Figure 3. As can be seen, under normal operating conditions, the STM-1 links are able to handle the EF marked conversational traffic and we assume the packets will exhibit low latency queuing behaviour.
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Figure 3: Equal load distribution
Now consider a link failure between GGSN 2 and GGSN4 and its impact on traffic distribution. As can be seen in Figure 4, the failure of a link has caused the link between GGSN1 and GGSN3 to become congested. Since now the EF traffic has exceeded link capacity, packets corresponding to conversational packets will be dropped and new calls will continue to be allowed into the network. Using DiffServ techniques alone, the backbone provider will have to invest upfront and over provision an STM-4 network in order to accommodate such a failure case.
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Figure 4: Link congestion with failure scenario
5. Enhanced failure handling with E2E QoS Work Item

The E2E QoS work item is defined to allow 3GPP elements to be able to interface to the core IP backbone to allow information from the backbone be used in call establishment requests. In the above failure scenario, such techniques will ensure that no more calls are accepted which require media to cross the GGSN1 to GGSN3 link whilst the link is still suffering congestion.
Furthermore, the same techniques can optionally be used to trigger an indication to the Application Function that previously committed resources are no longer available to the negotiated flows, allowing the Application Function the possibility of using application specific functionality to take remedial action. 
6. Summary

This paper has examined the predictability of a DiffServ based approach to E2E QoS. We conclude that under normal operating conditions, DiffServ will provide a predictable QoS behaviour for the various different traffic classes.
This paper has also examined failure scenarios and has concluded that the DiffServ based approach is unable to provide predictable QoS behaviour and allow remedial action to be taken with link and/or node failures occur in the IP backbone(s) between 3GPP Network Elements.
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