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1. Discussion

To try to get a unified view on how the Re-distribution feature will be used by operators we see it essential to understand the user scenarios and key requirements. 

When the key principles of the man-machine interaction is understood, the feature can be partitioned among RAN, CN and O&M functional elements and required protocol enhancements can be standardized. 

For background, a well planned (MSC/SGSN) pool has a very little flow of subscribers in or out of the pool. That is, most of the subscribers stay registered (or re-register) in the same CN node during a very long time period. This is indeed one of the main purposes with a pool, to avoid excessive signalling due to changes of CN nodes. But there are situations where it is important to be able to force a re-distribution of the load among the CN nodes in a fast and controlled way. In these situations the existing NAS node distribution function is not enough because it acts only on new subscribers moving into the pool. Therefore, additional functions are needed to force the subscribers already in the pool to move from one CN node to other CN nodes in the same pool “load re-distribution”.

Three main scenarios for load re-distribution are identified:

1. Emptying a CN node due to maintenance

· Initiated manually from O&M level

· Decision if re-distribution is possible and how it should be done is a human decision taken based on monitored information of load status and max capacity of CN nodes in pool  

· When re-distribution has been ordered, it is executed to completion automatically.

2. Populate an empty CN node

· Initiated manually from O&M level

· Decision how load should be re-distributed may either be automatic, or done by a human based on monitored information of load status and max capacity of CN nodes in pool.  

· When re-distribution has been ordered, it is executed to completion automatically.

3. Balancing load among existing nodes for some other reasons

· Can either be initiated manually from O&M level, or be initiated automatically by the system

· When initiated manually the decision how load should be re-distributed may be done by a human based on monitored information of load status and max capacity of CN nodes in pool. 
When initiated automatically the system decides how to re-distribute. The trigger for the automatic re-distribution may be an overload situation in one of the CN nodes. 



The need for scenario 1 is easy to understand – to maintain uninterrupted service for end-users. Scenario 2 is not theoretically required, as the new node will be populated anyhow using the normal NAS node distribution function for IMSI attaching and roaming subscribers. But as this will take very long time, (days, weeks, months(?)), an operator needs a tool to more quickly take advantage of new capacity being added to the network. And “being added” refers both to new hardware added to the network and nodes that have been taken out of service for maintenance. 

When studying scenario 1 one can see the re-distribution needs to be initiated from O&M level. Before taking a node out of service for maintenance, the total load situation in the pool must be considered. Is there sufficient spare capacity in remaining nodes to take over the load of the node to be shut down, or must the maintenance wait until a later stage when total load is lower. There is an obvious need for monitoring load status of the different nodes in the pool and provide that information to the person who will initiate the node maintenance. There are different ways to do this, but the simplest and most efficient way to present this information would be using an external O&M system.  The same O&M system would then send coordinated commands to concerned nodes (CN nodes and/or RAN nodes) when the person decides to initiate the maintenance action.

Scenario 2 is most often a result of scenario 1, i.e. setting a node into operation after maintenance. It may also be new nodes being added to the pool for capacity upgrade. All those situations involve human activities where also O&M systems are used. The scenario 2 activities to balance the load in the pool are best done as part of these activities, and therefore scenario 2 should also be initiated manually from the O&M level.    

Scenario 3 is perhaps less critical, but there may be situations where it may be useful, e.g. when the NAS node selection function in RNC is mis-configured or after CN node-restarts. However, the normal NAS node distribution functionality should in well-configured stable networks be sufficient to maintain the balance within pools. In situations when this might not be sufficient, the simplest solution is to adjust the balance manually using the O&M interface. This can be done using the same functions that are already available to handle scenario 2. 

A more advanced function for load balancing for scenario 3, which is automatic and run continuously or periodically, can be specified. To also make such a function usable for overload protection, it can for example be done along the following lines:

· When the load in a CN node reaches a certain threshold, the CN node itself takes an initiative to decrease its load 

· The CN node has access to the NAS node selection function in its RAN nodes. By providing some level of control of the NAS node selection, the CN node is able to decrease its load to a target level. 

· Enhanced or new messages are needed on the Iu, A & Gb interfaces.

· The CN nodes does not communicate with other CN nodes for purposes of this function

· To avoid instable behaviour if all CN nodes are overloaded, a RAN node shall be able to reject the request from a CN node.  

.    

It is important that UEs are selected randomly when moved between nodes. Otherwise subscribers with different usage behaviour can be divided between the nodes in an un-balanced way. This may in the end cause nodes in a pool having very different load even if the number of subscribers in each node are equal.

2. Conclusion

To summarize, it is our view that scenario 1 and 2 are essential to be able to manage a pool of CN nodes in an appropriate way. They need to be provided at O&M level. Scenario 3 may optionally be used to further enhance pool operations. It may both be provided from O&M level and as an automatic system function. A simple approach for an automatic re-distribution is to let it be triggered by overload situations in CN nodes. 

3. Proposal 

It is proposed to base the pool re-distribution function on the view above, manual O&M based for some scenarios and as an enhanced automatic overload protection for other scenarios    
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