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1. Introduction

Annex D of TS 23.125 v6.1.0 contains the current status of the analysis of policy functions considered to be provided by the FBC architecture. The Annex currently mentions a number of open issues, where it is not clear if and how SBLP functionality can be realized by means of FBC. The intention of this contribution is to discuss these issues and to identify the necessary work to be done, especially the required enhancements and changes for FBC.

2. Policy Functions

2.1 Charging Correlation

To provide charging correlation does not seem to be a problem. The FBC architecture is able to transfer a parameter in the FBC message exchange to allow a correlation ID to be passed from an AF through to the TPF. This parameter is used for inclusion in CDRs that correspond to the identified flows and in addition for the interaction with the OCS for the credit handling in case of online charging. In our understanding the charging key should contain this correlation information among other information that is useful for the rating. In case of IMS the charging key could consist of the ICID and the flow ID. This would avoid the need for new identifiers on IMS level. As stated in Annex D any additional information about the IMS session is not passed to the TPF, but provided to the charging systems via the session and event charging mechanisms as defined at the S-CSCF and Application Servers.
No changes in the FBC architecture are required, but the use of the charging key need to be specified, especially for the IMS case. Stage 2 needs to guide stage 3 work here.
2.2 Gating

It seems like gating functionality of SBLP and gating functionality of FBC are nearly identical. However, the small differences are important to consider and may result in impacts on the usage. The gate in SBLP consists of a packet classifier (i.e. a filter description) and corresponding status information (i.e. open or closed). FBC applies a set of service data flow filters corresponding to each charging rule. Consequently, it is not possible for FBC to establish filters to identify a service but to disallow the service, i.e. to discard the IP packets. Depending on the established set of charging rules, traffic that the AF wants to disable might be transferred and counted by another existing charging rule. But even if there is no other matching charging rule available and the traffic is discarded as desired, this might also block other traffic as a side effect.
Furthermore, the SBLP gating is able to prevent the usage of a PDP context by any other traffic (i.e. that does not match any packet classifier of a gate). FBC as it is defined today cannot provide this functionality because it is decoupled from the TFT handling in the GGSN. Consequently, traffic matching any charging rule would use a PDP context as selected based on the TFTs. 
It is not clear if the current FBC discarding functionality is sufficient to provide appropriate gating functionality. To achieve at least a control for the usage of a PDP context a direct relation between charging rules and PDP contexts would be necessary, i.e. charging rules would have to be established on a PDP context basis. Only with this assignment a PDP context would transfer only traffic for which charging rules are established. 
2.3 QoS Control

This is probably the area where a FBC architecture has the most difficulties to provide a similar functionality. One can control the QoS of an individual service data flow, probably also enforce the usage of a specific PDP context (i.e. QoS class). However, the missing binding between PDP context and service data flow is probably not easy to overcome (although there is some information available for the downlink by TFT packet filters). While FBC could allow an operator to limit the QoS class for certain service data flows, all UEs need to know this, because otherwise they cannot use those services. This seriously impacts roaming. Also PDP context modification (e.g. due to resource problems at handover resulting in QoS class degradation) could lead to service disruptions if such services are not allowed for the new QoS class. Furthermore, it is in general not possible to control the bandwidth of a PDP context (in case there is more than one service data flow allowed) because one does not know if and how the service data flows occur. 
Considerable enhancements and extensions are probably required if the FBC architecture should evolve from a QoS control of the service data flow to a QoS control of the bearer. The missing binding concept may be replaced by TFT interpretation but for the uplink similar information would be required. To be able to control the QoS class of a service a direct relation between charging rules and PDP contexts would be necessary, i.e. charging rules would have to be established on a PDP context basis.

2.4 Bearer Events

The issue of informing an AF about bearer events related to its service data flows is also not easy to solve. One would have to extend the knowledge to the CRF and finally the AF which service data flows are currently active. That means an AF is only interested in such information if the corresponding service data flow is currently active. Furthermore, due to the missing binding it is difficult to predict if a service data flow would use another PDP context instead once the previously used PDP context was deleted. Therefore, it may not be necessary or even wrong to inform the AF. 
Some changes in the architecture are probably required to transfer the information about the ongoing service data flows to the CRF. A direct relation between charging rules and PDP contexts would probably be required.
2.5 Session Events

The influence of session events on policy control provided by a FBC architecture consists of various aspects. While it is quite simple to update the FBC control information based on a session modification, it is much more difficult to enforce anything with regard to QoS control. That is especially the case for the release of a bearer at session termination. It is possible to disable the service data flow, however the actual bearer release or modification cannot be enforced.
Similar to QoS control, considerable enhancements and extensions are probably required for the FBC architecture.

3. Conclusion

At present it looks like FBC is not able to provide the complete set of SBLP capabilities. Especially the missing binding concept and thus the limited possibilities for controlling the QoS of the PDP context result in significant limitations. 
Most of the open issues would benefit from a direct relation between charging rules and PDP contexts. Consequently, we should consider a modification of FBC in a way that charging rules are established on a PDP context basis. 
It is probably impossible to finalize the work on extending FBC towards policy control within Release 6 because stage 3 work needs to be completed as well and there is still a lot of stage 2 work to do. The informative Annex D should contain information, which policy functions can already be provided by the Release 6 charging architecture, and thus serve as the basis for the FBC evolution in Release 7. In Release 6 at least charging correlation by FBC should be supported.
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