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1. Introduction

In the last several meetings, the WLAN drafting group has had several requests to clarify how packet routing occurs.  We have examined this issue in the past, but not in depth to achieve a consistent understanding.

This contribution attempts to summarize the discussion thus far, examine the issue in some more depth, and show how the concept of a “WAG as PDG Proxy” both simplifies many aspects of the architecture and correctly summarizes an important set of functionality for the WAG.   
2. Background and Prior Discussion
The WLAN Drafting group has considered packet routing issues from the group’s inception.  Some of the most significant decisions in this area include:
1. The UE will initiate all tunnels to the 3GPP Interworking.

2. The UE packets will travel from the UE, through a WLAN, through a WAG, and then to the PDG.
3. The tunnel shall terminate in the UE and in the PDG.

4. The WAG can be in a Visited Network (VPLMN).

5. The user shall be allowed to select between available VPLMN.

These requirements, however, create a basic problem for routing:

“If a subscriber is allowed to select between VPLMN1 and VPLMN2 in sending a packet to a PDG in the HPLMN, then two different routes must exist.”

This is shown graphically below:







Figure 1: Routes caused by use of different VPLMN
This is one of the simpler situations, since many VPLMN may exist, each one requiring its own route.  It can also be noted that this problem does not occur if only one route is allowed (e.g. the WLAN is owned by an operator which only allows its own subscribers on the WLAN).  This is one route scenario; however, is probably a minority of cases.
One solution that has been proposed is the use of Virtual LAN, or VLAN.  In this scenario, the UE will generate a packet with it’s own address as the source, and the PDG’s IP address as the destination.  A WLAN with VLAN has the capability to examine the source address, and apply a specific rule to determine where to route the packet.  In this case, the rule for this UE would send it on to Route 1 or on Route 2, as desired.  Once the packet reaches the WAG in either VPLMN, then the “normal” routing would take over for the remainder of the path to the PDG.
While feasible, this approach has several shortcomings:

1. Since each subscriber may make different choices, the rules MUST be applied on a subscriber-by-subscriber basis.

2. Since the subscriber is allowed to make this selection at any time, it MUST be able to be changed dynamically. 
3. A subscriber served by a WLAN which does not support VLAN will not be able to receive service.

4. Any differences in how VLAN rules are provisioned (e.g. different commands strings to the WLAN to populate the VLAN rules) must be understood and used by the core network.
VLAN has the effect of complicating the WLAN to WAG part of the route in order to simplify the WAG to PDG route.

This becomes a cumbersome and difficult system to maintain.   If 1 million subscribers are in the system then a million rules must be developed… and must each rule must be able to be modified dynamically to allow subscribers to move from one VPLMN to another at any time.  Failure of any the VLAN rules means that a subscriber looses service.
3. Shifting the Functionality

Given this view of the problem, it is easy to see there is a significant burden being placed on the WLAN to route the packet properly, while the WAG is able to be simplified in turn.  This is counter to the approach we have used in the past where the WLAN is impacted as little as possible, and the WAG is expected to perform new functions.  Is it possible to put more of the burden on the WAG, and allow the WLAN to be simplified instead? 
Such an approach is indeed possible. A high level view of this approach could be called “using the WAG as a PDG Proxy”.  The general processing of the packets would be as follows:
1. Instead of addressing the packet to a PDG, the UE would address the packet to the WAG in the selected VPLMN.  The UE would receive this address from the W-APN resolution process (e.g. “mypdg.VPLMN.HPLMN” would resolve to an address in the VPLMN, not in the HPLMN).

2. The WAG would place the packet from the UE into another IP packet for transport (i.e. an “IP-in-IP” tunnel). The source address of the outside packet would be the WAG, and the destination address would be the PDG.

3. The PDG would “extract” the interior packet, and treat it as if the destination address had be the PDG directly, instead of the WAG.  

4. Reply packets would use the Source address of the PDG and the Destination address of the WAG on the exterior packet, and the IP address of the WAG in the Source field and the IP address of Subscriber in the Destination field of the interior packet.

5. The WAG would take the Reply packet received from the PDG, extract the interior packet, and send it to the UE. 

This is shown graphically in Figure 2:
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Figure 2: Round trip Packet-in-Packet routing from UE to PDG via the WAG
All this processing is very straightforward.  The questions remain, however, of how the WAG selects which PDG to send a particular packet, and how can the PDG reply in turn?

The PDG reply to the WAG is the simpler case.  The PDG can establish a “mapping table” based on the interior packet source address, and associated this with the WAG address. This table is checked when a packet arrives, and a new entry in the table is added if the UE-WAG combination is not currently known.   A VPN concentrator (which does many functions of the PDG) routinely maps an “private address” which is valid only in the private network to the “public address” of the UE from which it receives the packet.  Any packets from this public address are mapped to the private address, and vice versa.  The PDG simply adds another level, and place this packet in another packet for delivery to WAG on the basis of this mapping table.

The more difficult case is the one where the WAG receives a packet for the first time from a UE, and must decide: 1. Should it process a packet from this address?  2. Which PDG should receive the packet?

Some solutions to this problem can be very static in nature.  If the WAG is used to ONLY represent a single PDG, for instance, then the WAG could be configured with the PDG address.  This could work very nicely for a WAG in the Home Network, which would perhaps only service one PDG.  Variations of this approach would use different addresses supported by the same WAG to distinguish between the various PDG (e.g. “1.1.1.1” goes to “pdg1”, “1.1.1.2” goes to “pdg2”, etc).   With this solution, the answer to the first question is “Yes… always send the packet”, and the answer to second is configured into the system.
The difficulty with this approach is that it can consume a large number of IP addresses.  If a PDG in the HPLMN can be accessed via 100 roaming partners, then a single PDG could consume 100 public IP addresses.  This is obviously unacceptable as the only solution to this problem.
Another solution exists which is more dynamic in nature.  In this scenario, the WAG will examine the contents of the IP packet more deeply than the IP addresses, and recognize some value which indicates the HPLMN the subscriber is trying to access.   This may only need to be at the TCP/UDP level, where the “port” value could perhaps identify the correct PDG.   This would give 64k values of different PDGs to contact.  The Mobile Country Code and Mobile Network Code and an another identifier for a specific PDG could be passed this way to the WAG.  The WAG could then issue a request to the local 3G AAA Server to be forwarded to the HPLMN to identify the PDG the subscriber should access. The Home 3G AAA Server would reply with a PDG IP address the WAG would then store and use for further use.  

Other values in the packet may exist.  It may contain the NAI of the subscriber or an MSISDN, IMSI, or other identifier which identifies HPLMN.  These could be used instead of the port value in message to the 3G AAA Server.  The basic approach remains unchanged, however.  
This approach also has the advantage that it makes the Home 3G AAA Server aware of the WAG being used by the subscriber.  If the PDG Tunnel Setup fails, the Home 3G AAA Server can then inform the 3G AAA Server in the Visited Network of the failure.  The Visited Network could then recover resources, and refuse additional packets from this UE.  It has been a goal of the drafting group to allow the firewall to be opened and closed. This procedure satisfies this goal.  The dynamic solution allows for the situation where the answer to the first question above wouldn’t always be “yes”. 
Yet another dynamic approach is possible. It is may be that nothing in the initial tunnel establishment packet will generate an identifier which can be used (this is unlikely, given the flexibility of IETF standards in general, and the existence of Vendor Specific fields in protocols like PPTP).  However, if no suitable field was found, then a trivial protocol could be developed which allows the UE to send a packet specifically to the WAG with the name of the PDG it wishes to access.   The WAG could then do a DNS query on this name, and use the resultant IP address in its processing.  The UE could also have done the DNS query to obtain the IP address, or could supply the IP information from its own internal configuration data.  

It is clear at this point in this discussion this is fundamentally a protocol issue more properly discussed in other groups (probably CN1 and CN4).  Several reasonable choices exist; selecting the best choice may be left to the appropriate Stage 3 work.  The important issue for SA2 is to make clear that the WAG will obtain the routing information it needs to route packets to the PDG.  TS 23.234 should also show the appropriate flows for the messages going from the UE to the WAG, from the WAG to the 3G AAA Server, etc. based on the feedback of which protocol is used. 
4. Summary and Recommendations:
It is important for the WLAN Drafting group to have a consensus on how routing of packets can be accomplished.   VLAN, while feasible, has a significant cost in complexity of deployment.  Using W-APN to return the IP address of the appropriate WAG instead of the terminal PDG, and having the WAG determine the PDG address saves the complexities of VLAN with a modest increase in complexity of the WAG and/or the UE.
Modification of TS 23.234 is indicated, but it is proper to send a Liaison to other CN and SA groups to determine if the existing Tunneling protocols can supply the WAG with the information needed.  They may also recommend a new protocol be developed.  The replies received would be reflected in the messages flows which would be shown in Section 7.  Contribution S2-041823 contains a draft of such a liaison.  It is recommended to send the liaison and use the feedback as outlined above. 
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