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1. Introduction
The TR describes three different mechanisms that may change the serving CN node for a UE and thereby change the serving CN operator within a MOCN configuration. Only one mechanism should be used to avoid options. The following discusses the different mechanisms and proposes one to adopt.

2. Discussion
TR 23.851 describes in chapter “Assignment of CN operator and CN node” following mechanisms for a MOCN to redirect a UE to another CN operator by a change of the serving CN node:

1. The CN node may indicate to RNC that the initial NAS message should be forwarded to a node of another CN operator. Other information, like current value of N(SD), subscriber’s identity (IMSI), and unused authentication vectors, may be forwarded too. 

2. The CN node may ask a node of another CN operator to serve the UE. The CN node, which will be able to serve the UE, allocates a Network Resource Identity to the UE. At the next NAS establishment, after this TMSI and Network Resource Identity allocation by the second CN, the signaling goes directly between UE and second CN node. There are two options envisaged for this:

a. The first CN node asks other CN nodes of other operator(s) whether they want to serve the UE. It selects one CN node which has accepted to serve the UE and allocates to the UE an NRI received from the selected CN node. The selected CN node may also provide the first CN node with information to authenticate the UE.

b. The first CN node forwards the initial NAS message to a second CN of another operator that might serve the UE, and then relays the L3 signalling between UE and second CN node. 

3. The first CN node allocates a Network Resource Identity from a CN node of another operator to the UE and a ‘wrong’ LA/RA. This causes the UE to re-attach to another operator’s CN node, which might serve the UE. For that purpose a range of NRIs from other CN nodes is configured on the first CN node.

The TR provides also some evaluations, which are extended in the following.

3. Evaluation of the methods
Method 1) defines for the CN node to transfer the initial NAS message back to the RAN for retry with a CN node of another operator. A UE normally attaches with TMSI in the first NAS message. So the network asks a new arriving UE for its IMSI before it can decide whether to serve the UE or not. A number of different reject causes exists. For example the last CN node may need to reject with LA not allowed although itself would decide for PLMN not allowed. So the reject cause needs to be forwarded too allowing for useful final error causes to the UE. For early UE handling the IMEI is retrieved from the UE. IMSI and IMEI have to be forwarded to avoid multiple retrievals from the UE. In addition message sequence numbers would have to be transferred. This all together means rather a transfer of the whole MM protocol machine from one CN node to another and not only the transfer of initial NAS message to another network. A CN node would need to initialize the MM protocol machine in various different states.

Multiple forwarding to the same CN node might be required when an international roamer moves from GSM to UMTS coverage and the NRI/TMSI split is not performed in the non-shared GSM networks. The contacted CN will try first to resolve the TMSI/LAI to avoid un-ciphered IMSI transfer at inter RAT change. This may require the first transfer to another CN node. One CN node will be able to resolve the TMSI but the user may be not allowed to roam in this LA or not in UMTS for this CN. All other CNs will try again whether the IMSI is allowed to roam.

The NAS signaling endpoint (MSC/SGSN) may change multiple times. This will result in a number of new error cases between UE and MSC/SGSN.
Method 2) keeps the signaling connection between UE and MSC/SGSN during the whole location/routing area update and re-direction procedure. The first contacted CN node asks nodes of other CNs to get an authentication vector and a new TMSI for an old TMSI/LAI or for an IMSI from the CN that will serve the UE. Or the first contacted CN node sends a special “update request (TMSI/LAI or IMSI)” to another CN to get a TMSI and cipher key. The authentication response is provided to the contacted CN for verification. The first contacted CN node allocates the TMSI to the UE and accepts the update/attach. Afterwards the UE is attached to the CN that provided the new TMSI.
The interfaces between sharing CNs may be a drawback as the first contacted CN seems to have some influence on the selection of the CN to which an update/attach is forwarded. This can be avoided when the signaling between CNs is relayed via the RAN. Otherwise the CN nodes might need to configure serving nodes of the other CNs for each of its LA/RA as the number of RNCs served be a CN node might differ between the CNs.

Method 3) requires each CN node to derive authentication vectors from HLRs of other CNs as a TMSI can be allocated only ciphered. So the sharing CNs need to signal between each other. Furthermore CN nodes need to allocate TMSIs of other CNs to the UE, which requires reserving TMSIs for redirecting UEs or additional signaling between nodes of different CNs. When multiple CN operators share the network this may require multiple attach/update procedures. Each time the UE has to discover first that a new update is needed, which delays the attach/update until the UE is finally able to receive services. The UE may receive services first when an update/attach is accepted by the finally serving CN.

Comparison

Method 3) may result in a long attach/update process until the UE can receive services. Furthermore the sharing CNs need to contact at least each others HLRs.

Method 1) requires transfers differing sets of MM information between CNs of different operators. This will require an entry into the MM procedures at various states which complicates implementation and causes new error cases. Furthermore the NAS signaling endpoint changes which adds further error cases between UE and CN node. There is no interface between different CNs required.

Method 2) doesn’t change the NAS signaling endpoint and avoids thereby new error cases between UE and CN node. It requires signaling between CN nodes of different CNs. This signaling can be relayed by the RAN, which could avoid a preferred selection of redirection targets.
4. Conclusion

Method 1 and 2 allow attach/update with redirection considerable faster than method 3, which may result in long service outage for the UE.
The impact on specification and implementation expected to be lower with method 2) as the connection between UE and CN node does not change during the whole attach/update/redirecting process. Method 1) redirects the signaling link between UE and CN node and requires signaling between CN nodes via the RAN. Method 2) uses only signaling between CNs via the RAN.
Method 2) should be adopted for redirection. Stage 3 may design the most efficient signaling between CN nodes, i.e. to decide between variants a) and b). RAN relaying is used to keep sharing CNs separate.

The evaluation above should be added to the TR.




























