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1. Introduction

This contribution provides an analysis of NRPCA impacts on system performance.

It is proposed to include following text in the Analysis and Conclusion section of TR 23.976 

6 Analysis and Conclusion

6.1 NRPCA impacts on system performance

6.1.1 Supporting burst of push requests during busy hour

Traffic characteristics of Push applications are difficult to predict but typically they create high peak load (E-mail distribution lists have tendency to get long).

Likewise SMS delivery the Network requested PDP Context Activation load HLR:

-
Query to the HLR to find address of the SGSN handling the MS. Note that this query is also made for detached subscriber.  

In addition  Network requested PDP Context Activation load GGSN and SGSN:

· GGSN Query to the Address Resolver to lookup the IMSI and IP address, in addition if the IP address does not exist GGSN need to update the entry for the IMSI and User-Id with the IP address for the activated PDP context.    

· SGSN signalling: NRPCA procedure, GTP-C PDU notification message & SM Create PDP context request.

Burst of push request will generate a simultaneous burst of signalling load putting extra strain on the system. 

The HLR is the most likely bottleneck. If NRPCA is used there needs to be methods to limit the number of Push requests during busy hours to prevent overload of HLR and to be able to guarantee enough traffic handling capacity for other services (e.g. voice calls and PS-services).

SGSN signalling also risks to be saturated especially if the system is already loaded with other signalling (Routeing Area updates, MS initiated PDP context establishments). Per user NRPCA procedure require more processing capacity than to maintain a preserved PDP context.

Per user increased GGSN signalling require more processing capacity than to maintain a preserved PDP context. 

If Address resolver functionality is centralised into one single element within a PLMN, this requires a high performance node (solution in clause 5.1.5.1 does not describe how distributed address resolver is implemented).
6.1.2 NRPCA activation delay
The delay is coming from the Address Resolver query, HLR query, the notification to the MS to activate its PDP context and the PDP context activation itself, and the time it takes the first push packet to be sent across the network (backbone and radio interface) and the delay creating by paging the MS, and the delay to activate radio access bearer. In addition, if one of the signalling messages is lost (probable in congestion situation), it will be recovered through retransmission but this will add a delay of the order of seconds. 

During a burst of Push requests the delay may increase very significantly due to the overload of network nodes e.g. the HLR, Address Resolver, GGSN and SGSN. (Example: HLR of 1200 000 subscribers supporting 300 query per seconds.  Push request for 3000 User-ID’s  overloads the HLR for 10 seconds).
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