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1. Introduction

Inbound roamers with Rel-6 UEs in shared networks will be informed about the existence of available CN operators behind the shared UTRAN through information broadcasted in the system information. The Rel-6 UEs will then consider all the multiple PLMN-IDs as available for PLMN selection and indicate the selected PLMN-ID to RAN in the RRC Initial Direct Transfer message containing the Initial NAS Registration request message. The RAN then relays this Initial NAS registration request message to the appropriate core network using a RANAP Initial UE Message. 

Pre Rel-6 UEs will not be able to read the additional system information broadcasts and will therefore never have in any information concerning available core networks in the shared RAN. In fact, they behave exactly as if the network was a combined network, in which one operator operates the RAN and the core network. It is for this class of UEs that the rerouting/redirection functionality between the RAN and core network is being introduced. 

The current version of 23.851 proposes different alternatives for the rerouting/redirection functionality and it is now necessary to make the architectural choice between them. This document discusses which of the redirection alternatives is preferred by TeliaSonera. 

2. Basics

In order to evaluate the impacts of the different redirection alternatives on the role of an operator in a shared network, let us consider a MOCN architecture as follows. 

There are three core network operators (A,B, and C) and one radio access network operator, see the figure below. 
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Figure 1. The MOCN setup. In this example, there are three core 
network operators that share one RAN operator’s spectrum. 

The business relationships in such a network (and therefore also the trust relations) are between the core network operators and the RAN operator, not between the core network operators. Thus, it will be the role of the RAN operator to treat the core networks equally (or according to whatever agreements exist) and there should not be ways in which the core network operators can sidestep the RAN operator (examples will be given below). 

Let us now consider a subscriber (with a pre-Rel-6 terminal) roaming in the shared network above. His home operator is assumed to have roaming agreements with operator B and C but not with operator A. When he tries to register, his message gets forwarded to operator A. If this was not a shared network, the operator would reject the request with reject cause #11, “PLMN not allowed“. 

In the shared network, however,  redirection must take place. The three redirection alternatives in TR23.851 are as follows.

1. The CN node may indicate to RNC that the initial NAS message should be forwarded to a node of another CN operator. Other information, like current value of N(SD), subscriber’s identity (IMSI), and unused authentication vectors, may be forwarded too. 


2. The CN node may ask a node of another CN operator to serve the UE. The  CN node, which will be able to serve the UE, allocates a Network Resource Identity to the UE. At the next NAS establishment, after this TMSI and Network Resource Identity allocation by the second CN, the signalling goes directly between UE and second CN node. There are two options envisaged for this:

a. The first CN node asks other CN nodes of other operator(s) whether they want to serve the UE. It selects one CN node which has accepted to serve the UE and allocates to the UE an NRI received from the selected CN node. The selected CN node may also provide the first CN node with information to authenticate the UE.

b. The first CN node forwards the initial NAS message to a second CN of another operator that might serve the UE, and then relays the L3 signalling between UE and second CN node. 


3. The first CN node allocates a Network Resource Identity from a CN node of another operator to the UE and a ‘wrong’ LA/RA. This causes the UE to re-attach to another operator’s CN node, which might serve the UE. For that purpose a range of NRIs from other CN nodes is configured on the first CN node.

We now consider different aspects of these alternatives from an operator’s point of view. 

3. An operator’s view on redirection

Although the different core network operators use a common radio access network in a shared network, the interactions between the core network operators themselves should be minimized. This is because, in the end, the core network operators are competitors. Any possibilities for gaining information related to the operation etc of the other core networks should be minimized and the possibilities for one core network operator to favour other core network operators (i.e. by redirecting subscribers it cannot handle to particular core networks) must not exist. 

The RAN operator (i.e. the operator that handles the infrastructure from the RNC and below) will have separate business agreements with the core network operators wishing to share his radio access network.  The goal must be to load the radio network as little as possible with shared network related signaling in relation to rerouting. Thus, the recommendations are:


(i) No information as possible should be shared between the core network operators that can allow them to gather statistics on, for example, customer basis, roaming agreements, and network status. 


(ii) It must not be under a control of a core network operator which other core network operator the redirection shall be addressed to, in order to avoid the possibility of discrimination of some core network operator(s).


(iii) The additional load on the radio interface should be minimized since this is a scarce resource. 

If the solution for redirection endorsed by SA2 is to break any of these recommendations, it should be clear why this is absolutely necessary and that alternative solution can not be found. 


4. Implications of the recommendations for redirection

If we now compare the different alternatives for redirection presented in Section 2 alongside the recommendations presented in Section 3, we may draw some immediate conclusions. 

Alternative 2 relies on having core networks ask other core networks if they are willing/capable of handling a user they themselves cannot service. This is in violation of recommendation (i) in Section 3. It could be argued, however, that the exchange of information could be minimized so that it would not be possible to gain any fruitful statistics from these inquiries. On the other hand, since the core network that received the registration request basically can decide what other core network to reroute the request to, it also violates requirement (ii) above, which is much worse. Consider the following example. 
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Figure 2. If core network operators are in charge of redirection, there are possibilities for misuse. The redirection functionality should be designed in such a way that this is not possible.
In figure 2 above, a user’s registration request is sent to core network operator A with which his home operator does not have a roaming agreement. In alternative 2, operator A is in charge of which other core network operator in the shared network it forward the request too (either by asking for information which operator may serve the user, or bv relaying the request to another operator). The possibility for misuse is obvious. Operator A could have a (secret) “deal” with operator B to always send certain users to operator B’s network (and not involve operator C at all in the transaction – thus it may be hard for operator C to detect this). The only possible way around this (and thus to be compliant with requirement (ii) from Section 3) is to have the RNC decide towards which core network operator the request should go next, which means that redirection functionality in the RNC is needed in alternative 2 solutions (as is envisioned for alternative 1). 

Alternative 3 suffers from the same problem; since it is a core network operator that determines which other core network operator the UE shall make a registration attempt to after allocating another TMSI/P-TMSI to it. Also, the TMSI/P-TMSI must be sent to a UE in a ciphered mode. This requires that the authentication data shall be transferred from the user’s HLR to the visited network in order for the visited network to generate the security key that is to be used in TMSI/P-TMSI allocation. However e.g. in the case of no roaming agreement, a visited network will immediately reject the user’s request with no need to contact the user’s HLR for authentication information. This fact makes the TMSI/P-TMSI allocation cumbersome as presented in alternative 3. Also, this approach implies that there is more signalling over the radio interface than necessary in both alternative 1 and alternative 2. 
The only remaining option is alternative 1, in which the radio network operator is in charge of the redirection decisions (and thus adheres to recommendation (ii) in Section 3). Such an approach fits well with the business arrangements in shared networks and any erroneous behaviour on the part of the RAN operator will be in violation of some actual agreements. However, if specified incorrectly namely so that cause code ranking functionality is placed in core network nodes, the method in alternative 1 can also violate recommendation (i) in Section 3. Consider the following example. 

When core network operator A receives the registration request (see the figure below), it determines that it cannot serve the user (for some reason; expressed by the reject cause). He indicates to the RAN operator that the request message should be redirected – but he also forwards the reject cause to the next operator. This is because

(i) The reject cause is included in a NAS message from the core network to the UE, not in an AS message from the RAN operator.


(ii) The appropriate reject cause needs to be sent to the UE. If operator A says “PLMN not allowed” while operator B says “forbidden LA”, it is obviously “forbidden LA” that should be sent to the UE. The receiving core network operator may be the last core network operator, and thus “in charge” of sending the correct reject message to the UE. 


[image: image3.wmf]Core Network A

PLMN-id A

RAN

Operator

PLMN-id X

Core Network B

PLMN-id B

Core Network C

PLMN-id C

Iu interface

Operator A rejects the

user with cause code #X.

Operator B will know the

reject cause from the

previous core network

operator. This is sensitive

information.

The reject cause is forwarded

between operators in case the next

operator needs to send it to the UE.


Figure 3. If rejection causes are forwarded between core network operators, senesitive information may be shared which is not acceptable from an operator's point of view.

Forwarding of cause codes between core network operators is thus in violation of recommendation  (i) in Section 3. This implies that cause code ranking must be performed by the RAN operator (and thus in the RNC). 

Thus we can now identify how the redirection functionality should be defined. It will put more responsibility on the RAN operator, but on the other hand it is this operator’s business purpose to run the shared network and therefore not a strange requirement. 

When operator A recieves the registration request, he determines the reject cause and sends a response back to the RNC, with the reject cause in an IE in the RANAP message so that it is visible to the RNC. The message should also convery relevant information from the “protocol machine“ e.g. sequence numbers
, unused authentication vectors, UE identities) to be forwarded to the next core network operator by the RNC. Especially the sequence number is important to transfer in order not to get into synchronization problems with the UE. Basically, the new core network would have to adapt to the sequence number of the previous core network for this not to happen. The RNC caches the NAS reject message along with the reject cause for later comparison. 

The RNC then redirects the registration message and the receiving core network does the same thing again. The RNC can now compare the reject causes between the new reject message and the old one and determine which has the „weaker“ reject cause (this is the cause code ranking functionality). If it is the new reject cause that is the “weaker“, the RNC replaces the cached reject cause and NAS message. This whole procedure repeated for all core network operators. When the final comparison has been made, the RNC forwards the appropriate NAS message (associated with the “weakest“ reject cause) to the UE.

By moving the context of the user from one core network to another when the first core network has decided it cannot serve the UE means that there will be no additional load on an operator’s MSC for handling, for example, signalling from other core network operators (as in alternative 2). It will also not require any signalling-type connections to be open towards different core networks while the process of redirection is taking place. 


5. Redirection optimisation

Although redirection is absolutely necessary, it should nevertheless be a goal to minimize the amount of redirection. The only way this can be achieved is by having the RNC be privy to information that could be used for this purpose. 

The proposal is as follows. When a core network rejects a user, it shall indicate the user’s IMSI to the RNC (if available). This will enable the RNC to, for example, perform some IMSI analysis and determine from stored roaming-agreement information which core network to redirect the message to (i.e. thereby increasing the success rate of the redirection attempts). 
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Figure 4. By sending the IMSI of the subscriber to the RNC, a better decisions can be taken by the RNC concerning which core network to redirect the registration request message to.

This is the only way we see to allow an optimization of the redirection without involving core networks in the decision. The IMSI would have to be sent in an IE visisble to the RNC. 

6. Comparison between alternative 1 
and alternative 2

We do not believe alternative 3 to be a suitable solution and will therefore only do a brief comparison between alternatives 1 (as described here) and an alternative 2-based solution for redirection based on relaying inter-CN messages over the RNC in order to be compliant with recommendation (ii) from Section 3.

Alternative 1 reuses existing RANAP messages, just adding additional IEs to the already existing messages. Also, when a core network rejects a user the signalling connection between this core network and the RNC can be released and no more resources would be used in this core network. From NAS point of view, the core network endpoint may change several times and the information relating to the “protocol machine” needs to be moved to  new core networks. The “protocol machine” should then be started based on information received from the old core network. 

In alternative 2, there is only one NAS signalling endpoint and the protocol machine will stay in one node. However, a new reference point between core network operators need to be defined which will carry information, e.g. authentication vectors, subscription information, that will allow the MSC in one core network (where the protocol machine is kept) to use the VLR in another network, i.e. of another core network operator. This reference point should be realized over the Iu/A/Gb interfaces, since a new physical interface between core network operators is not viable. This will imply a greater signalling load over the Iu/A/Gb interfaces. We also note that the sequence number is only used in MM signalling. 

The important main difference between alternative 1 and alternative 2 is the moving or keeping of the protocol machine in the first core network. We believe it is simpler to move it than to introduce a completely new reference point between the core networks. Therefore alternative 1 should be the solution endorsed by SA2 for redirection in a MOCN.

7. Example flows

Based on the proposed solution from the previous sections, we present some example flows for clarification.

Successful redirection in a MOCN


[image: image5.wmf]MSC/SGSN

Operator B

RNC

UE

MSC/SGSN

Operator A

14. ATTACH ACCEPT

2. Network selection

(common PLMN is candidate)

3. INITIAL DIRECT TRANSFER

(ATTACH REQUEST)

4. RNC makes a decision on

which core network to send the

ATTACH REQUEST message

to.

5. ATTACH REQUEST

7. ATTACH REJECT

(including IMSI , reject cause

,"protocol machine"

 information )

10. ATTACH REQUEST

(including "protocol machine" information)

12. ATTACH ACCEPT

8. The RNC caches the response

and cause code from operator A.

6. CN node determines whether

the UE is allowed to attach.

MSC/SGSN

Operator C

9. The RNC determines which

CN node to redirect the attach

request message to using e.g.

the IMSI.

13. The RNC deletes the old

reject message and forwards the

appropriate accept message to

the UE

11. CN node

determines

whether the UE is

allowed to attach.

1. System information

(UE cannot read Rel-6 information)


1. The UE reads the system information on the BCCH of the shared RAN. The pre-Rel-6 UE ignores the Rel-6 shared network information since it cannot handle this information. It treats the common PLMN as a candidate for network selection.


2. The UE performs network selection as specified in TS23.122. 


3. The ATTACH REQUEST message is sent to the network (encapsulated in an RRC INITIAL DIRECT TRANSFER message). 


4. The RNC determines (through some algorithm, e.g. by random distribution) which core network to forward the ATTACH REQUEST message to. The RNC caches this ATTACH REQUEST for future redirection. 


5. The ATTACH REQUEST message is forwarded to the chosen core network operator.


6. The core network determines whether the UE is allowed to attach to the network, which it is not in this scenario.

7. The core network node sends an ATTACH REJECT message to the originating RNC, including the reject cause and IMSI in an IE that is visible to the RNC. Any relevant information needed in the new core network should also be included with this message. 

8. The RNC caches the ATTACH REJECT message and the cause code, in case it needs to foward this message to the UE.


9. The RNC determines which core network operator to redirect the ATTACH REQUEST message to by making use of the IMSI signaled from the rejecting core network (e.g. by comparing to stored roaming agreement information). In this example, operator B has no roaming agreement with the home operator of the user and it will thus be unnecessary to redirect the reject message to operator B. 

10. The RNC sends the ATTACH REQUEST message to the determined core network operator.

11. The core network determines whether the UE is allowed to attach to the network, which it is in this scenario. 

12. The core network sends an ATTACH ACCEPT to the RNC. The core network assigns the UE an appropriate TMSI/P-TMSI so that the NRI part of this identity can be used for any further rerouting of messages by the RNC. 

13. Since the UE has been accepted by acore network operator, it deletes the old cached reject message and fowards the ATTACH ACCEPT message to the UE. 


Since any further routing of messages should be based on the NRI of the TMSI/P-TMSI, the sharing network partners need to coordinate how NRI values are assigned. This can be left up to operator discretion. 

All NAS messages are encapsulated in the appropriate RANAP and RRC messages in the flow above. 

Unsuccessful registration in a MOCN

In this example we consider an unsuccessful registration in a MOCN, i.e. when none of the core networks can accept the registration request from the UE. We only consider two core network operators for simplicity.
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1. The UE reads the system information on the BCCH of the shared RAN. The pre-Rel-6 UE ignores the Rel-6 shared network information since it cannot handle this information. It treats the common PLMN as a candidate for network selection.


2. The UE performs network selection as specified in TS23.122. 


3. The ATTACH REQUEST message is sent to the network (encapsulated in an RRC INITIAL DIRECT TRANSFER message). 


4. The RNC determines (through some algorithm, e.g. by random distribution) which core network to forward the ATTACH REQUEST message to. The RNC caches this ATTACH REQUEST for future redirection. 



5. The ATTACH REQUEST message is forwarded to the chosen core network operator.


6. The core network determines whether the UE is allowed to attach to the network, which it is not in this scenario.

7. The core network node sends an ATTACH REJECT message to the originating RNC, including the reject cause and IMSI in an IE that is visible to the RNC. 

8. The RNC caches the ATTACH REJECT message and the cause code, in case it needs to foward this message to the UE.


9. The RNC determines which core network operator to redirect the ATTACH REQUEST message to by making use of the IMSI signaled from the rejecting core network. (In case of only two sharing operators, this may be redundant)

10. The RNC sends the ATTACH REQUEST message to the determined core network operator.

11. The core network determines whether the UE is allowed to attach to the network, which it is in this scenario. 

12. The core network sends an ATTACH REJECT message to the RNC including the reject cause and IMSI in an IE that is visible to the RNC.

13. The RNC compares the reject causes for the stored reject message from core network operator B and the reject cause from operator A to determine which is the appropriate message to send back (~cause code ranking).


14. The appropriate reject message is sent to the UE. 

The need to compare (~rank) the cause codes is the responsibility of the RNC and the functionality will be specified by the appropriate stage 3 group (RAN3). From architectural point of view, the important aspect is that the appropriate message is forwarded to the UE. 

In case of more than two core network operators, the RNC needs not cache more than one message, just the one that is the current candidate to be forwarded to the UE. A comparison can be made after each received message from a core network whether to change the cached message or to discard the new message. It needs to keept track of when there are no more redirection alternatives, so that the reject message may be sent back to the UE. Either the RNC is “stateful“ with respect to this (i.e. keeps track of it) or the core network indicates such information to the RNC, allowing it to be stateless. 

8. Conclusions and Proposal

The discussions and examples in this document we believe imply that alternative 1 is the solution that SA2 should endorse for redirection in the MOCN architecture. It respects the business relationships between the core network operators and the RAN operator and minimizes the interactions between core networks and thus the possibility of misuse. We thus propose to adopt alternative 1 as described in this document as the solution for redirection for Network Sharing in Rel-6. We also propose that the optimisation based on core networks indicating the IMSI to the RNC shall be adopted since it may assist in overcoming time-out problems and in general speeds up the registration/redirection process.

The corresponding updates to TR23.851 are given in S2-040730. 
� Duplication avoidance using sequence numbers is only used for MM layer 3 signalling messages, i.e. in MSCs.
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