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 AUTONUMLGL  Introduction

Last SA2 a discussion took place on the inter-working case whereby a core network that supports MBMS has to inter-work with a RAN that does not support MBMS. Triggered by contribution S2-040045, the issues related to this inter-working case were considered to be valid and require a solution in the MBMS TS.

During this discussion two solutions were discussed as well, of which one was proposed in the aforementioned tdoc S2-040045. This paper attempts to evaluate the solutions proposed during SA2#37 and proposes a ‘compromise’ solution to be included in the TS.

 AUTONUMLGL  Why this issue is relevant

In the current MBMS architecture, a UE may join an MBMS services (the MBMS activation procedure) and can move subsequently to a part of the RAN that does not support MBMS. Three example cases, in which this may happen, are:

· Mixed deployment of MBMS in the radio access network: MBMS deployment may depend on the expected clustering (by the operator) of service users (grouping of users in hot spots) and may exist as an intermediate step towards full deployment.

· (Radio) network sharing: RAN operator may not implement the MBMS service, while the CN operator does.

· Multi-vendor network: one brand of CN connected to another brand of RAN. 

In the current MBMS architecture a UE that has activated an MBMS service and that moves under coverage of a RAN that does not support MBMS, will simply not receive the MBMS service. Currently the possibility exists that a UE may receive MBMS service data on the default PDP context used for the activation. It is important to note that the PDP context QoS profile may in many cases not match the MBMS service QoS requirements. 

The main issue is that in case of successful activation (UE has activated a MBMS UE context), the GGSN does not know that it should forward MBMS data on the default PDP context. 

Consequently, the UE will not receive any service at al, which results in bad user experience. 

 AUTONUMLGL  Exploration of potential solutions

Solution A: Decision to establish individual RABs at service activation (joining) 

With this solution, the SGSN would request the set-up of dedicated bearers (PS RABs) according to R99 GPRS in RAN. The decision process to set-up dedicated bearers should take place on a RA level. The SGSN knows the capabilities of RNCs it serves through O&M (i.e. whether RNC supports MBMS or not). In case the RNC does not support MBMS (service not deployed in particular part of RAN), the SGSN maps the MBMS bearer contexts it manages on the Gn interface to dedicated RABs. The SGSN indicates the particular NSAPI, which the UE selected for MBMS in the RAB set-up. Through the NSAPI the UE can link the dedicated bearer to the MBMS context and receive/handle data sent on dedicated bearers for MBMS. This way the RAN can be completely unaware of MBMS and still deliver services to MBMS UE. 

Advantages:

- Most (more than proposal B) in line with pre-MBMS GPRS (RABs established at context setup) 

- En masse paging and RAB set-up can be avoided. 

Disadvantages:

- Resource consuming: RABs are established at service joining, but only just used between session start and stop. 

- Due to time-out, the RABs may be released and UEs consequently moving to PMM-IDLE mode need to be paged after all.

Solution B: Decision to establish individual RABs at MBMS session start 

As with solution A, the SGSN would request the set-up of dedicated bearers (PS RAB) according to R99 GPRS in RAN. As UEs may have moved to PMM-IDLE state after service activation, there may be a need to page each of these UE individually. The decision process to set-up dedicated bearers should take place on a RA level, as the SGSN will initiate the MBMS session start procedure towards connected RNCs, potentially in an RA. The SGSN could find out that certain parts of RAN does not support MBMS through signalling or O&M.

In case the RNC does not support MBMS (service not deployed in particular part of RAN), the SGSN pages all UEs individually. After paging, the SGSN maps the MBMS bearer contexts it manages on the Gn interface to dedicated RABs. The SGSN indicates the particular NSAPI, which the UE selected for MBMS in the RAB ID during RAB set-up. Through the NSAPI the UE can link the dedicated bearer to the MBMS context and receive/handle data sent on dedicated bearers for MBMS. This way the RAN can be completely unaware of MBMS and still deliver services to MBMS UE.

Advantages: resources are only allocated at session start. 

Disadvantages: establishment of multiple/many bearers at the same instance; paging of all PMM-IDLE mode UE at the same instance.

Solution C: Allocating two IP multicast addresses per MBMS service 

Proposal is to allocate multiple (two) IP multicast addresses, one for multicast traffic to be sent on the default PDP context (the one used for service joining through IGMP) and one IP multicast address for the MBMS data to be sent on the MBMS bearers. A UE would join an MBMS service by indicating (sending IGMP messages) the two IP multicast addresses. One address would be recognised as an MBMS services and for this address the MBMS activation procedure would be executed and the other address would be considered to be a non-MBMS IP multicast service. For the latter, the IP multicast data would be forwarded on the default PDP context. 

A content source would send the MBMS service data on the two IP multicast addresses (possibly with a different QoS).

Advantages: 

- No impact on SGSN

Disadvantages: 

- Not natural for applications and OSs: most software applications rely on one socket, i.e. 1 IP multicast address & port. Currently in the MBMS TS two IP multicast addresses = two separate MBMS services.

- No QoS for services on default PDP context.

- Application/content servers (sources of the MBMS traffic) need to allocate two IP-multicast addresses per service and need to send the MBMS data twice to the two IP multicast addresses with possibly different QoS. This may be quite an issue with existing, legacy systems and generic systems in the Internet.

 AUTONUMLGL  Conclusion and proposed solution

Both solution A and B seem to have their merits. Solution C seems difficult to realise. 

Both solution A and B require some additional functionality from SGSN and UE that is in line with exiting GPRS specifications (TS 23.060) of which we think that should definitely be specified in the stage2 TS to ensure appropriate operation of the system.  

It is proposed to adopt a compromise solution (based on solution A and B) as provided in the amended CR against TS23.246. The solution can be summarized as follows:

- SGNS ‘knows’ through O&M at RA level whether MBMS is supported by the connected RAN.

- During service activation (joining), the SGSN may decide to establish an individual (ptp) RAB for the UE involved in the service activation process when the RAN does not support MBMS in the RA the UE is in. 

- The UE has capability to link dedicated radio bearers to the MBMS UE context, relying on the NSAPI selected for the MBMS UE context activation. 

The SGSN provides in the RAB assignment the NSAPI, which is subsequently provided by the RAN to the UE. Note that this is common in GPRS. The UE is able to link the RB to the MBMS UE ctxt based on the NSAPI.  

- At session start, the SGSN may decide to establish an individual (ptp) RAB for the UEs that have activated the service. 
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