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Background

It must be examined how introducing flow based charging relates/interacts with the existing charging mechanisms.

Discussion

Flow based charging introduces a new charging mechanism into the network, where there already exist charging mechanisms in the GGSN and the SGSN. Flow based charging is not replacement for the existing charging mechanisms, but rather it must co-exist with them. The different charging mechanisms must be considered together, in order to allow the appropriate charging to be applied when there is a combination of flow based charging and standard GPRS charging to be applied. In addition, operator processes and procedures which rely on existing GPRS charging data must still be supported.

GPRS reports data from both the SGSN and the GGSN. This data, generated on a per-PDP context basis, is used for offline charging, as well as to support various operational procedures. Having data from both the GGSN and SGSN allows correlation of the data. This can be used for verification purposes, especially in the case of roaming where the user moves from one SGSN to another.

The introduction of flow based charging introduces another charging mechanism in the GGSN. Packets transferred in the GGSN should be accounted by either the GPRS charging mechanism, or by flow based charging, but not both (otherwise this would lead to overcharging of the subscriber). However, in order to support the verification of data from the SGSNs with the data from the GGSN, the existing accounting information from the GGSN on a per PDP context basis must remain.

The operator configures FBC to identify the service data flows they are interested in applying FBC to. Of course, for backwards compatibility, an operator that is using FBC, shall also be able to charge for other flows according to the existing GPRS mechanisms. The charging for such flows would be based on the byte counts recorded in the CDRs for the PDP context, and may take into account any PDP context parameters which are also recorded in the CDR. In order to provide the same GPRS based charging capabilities, the operator must still be able to identify the byte count for GPRS charged packets, and the associated PDP context information as is available in release 5.

The simplest means to support this capability is to provide sufficient information in the CDR to allow the GPRS charged byte count to be determined. This could be achieved by extending the G-CDR to include FBC byte counts for the PDP context. The difference between the FBC byte counts, and the GPRS byte count for the PDP context, is the byte count for non-FBC charged packets. The capability to determine charging to apply for these packets is then the same as the existing GPRS charging capability in release 5.

It is also recognized that for the G-CDRs, the GGSN must produce FBC charging information per charging key on a per PDP context basis. This is required in order to allow the charging for the FBC packets to take into account the PDP context characteristics (in a similar way to the rating decision for the online charging to be PDP context dependent).

It is further noted that the PDP context QoS parameters may change over the lifetime of a PDP context. The GPRS charging applicable may then vary over the lifetime of the PDP context, as the PDP context parameters change. As these parameters change, new containers are created in the G-CDR in which to store the byte count associated with the new PDP context parameters. Since the GPRS counts are broken into separate containers when PDP context parameters change, so too must the FBC counts be broken into the same containers, so that the non-FBC charged packets in the period covered by that container (i.e. with that specific PDP context QoS) can be determined.

Proposal

Based on the discussion above, the following changes are proposed to TS 23.125:

First amended section

4.2
Backwards compatibility

The enhanced architecture shall be backwards compatible with release 5 charging capabilities. These new functions shall be compatible and coherent with the authentication, authorization, PDP context management, roaming and other functions provided by the release 5 architecture.

Data volumes per PDP context shall be possible to collect for use in billing and operational management systems. 
It shall be possible to derive data volumes which are not subject to service data flow based charging. The data volumes may be charged according to the existing GPRS mechanisms.
Next amended section

5.3
Service data flow filters and counting

This section refers to the filtering that identifies the service data flows that need to be charged individually (e.g. at different rates). Basic example: look for packets of one service, e.g. to and from a server A.

-
Different filtering and counting shall be supported for downlink and uplink.

-
Different granularity for service data flow filters identifying the service data flow shall be possible e.g.

-
Filters based on the IP 5 tuple (source IP address, destination IP address, source port number, destination port number, protocol ID of the protocol above IP).. Port numbers and protocol ID may be wildcarded. IP addresses may be wildcarded or masked by a prefix mask.
-
Special filters which look further into the packet, or require other complex operation (e.g. maintaining state) may be pre-defined in the TPF and invoked by the CRF using standardised means. Such filters may be used to support filtering with respect to a service data flow based on the transport and application protocols used above IP. This shall be possible for HTTP and WAP. This includes the ability to differentiate between TCP, Wireless-TCP according to WAP 2.0, WDP, etc, in addition to differentiation at the application level. Filtering for further application protocols and services may also be supported.

-
In the case of GPRS, the traffic plane function shall provide the ability to support simultaneous independent filtering on service data flows associated with all, and each individual active PDP contexts; that is, primary and secondary PDP contexts, of one APN.
-
In case of no applicable filters for a service data flow, an operator configurable default charging should be applied. The default charging may use accounting information provided by FBC, or may use accounting information provided by other charging mechanisms available for the IP-Connectivity Access Network (e.g. existing GPRS charging mechanisms).
-
The service data flow filters and counting are applied by the TPF (the GGSN in the case of GPRS).
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Figure 5.1 – Relationship of service data flow, packet flow and service data flow filter
Next amended section

5.4
Reporting

This refers to the differentiated charging information being reported to the charging functions. Basic example: those 20 packets were in rating category A, include this in your global charging information.

-
The Traffic Plane function shall report bearer charging information for online charging;

-
The Traffic Plane function shall report bearer charging information for offline charging;

-
It shall be possible to report charging information based on the bearer charging rules (service data flow related charging information), and in the case of GPRS, as specified in [3] (per PDP context);

-
It shall be possible to report charging information showing usage for each user for each charging rule, e.g. a report may contain multiple containers, each container associated with a charging key;

-
It shall be possible to associate per PDP context charging information with the corresponding service data flow based charging information. It shall be possible to derive or account the data volumes per PDP context for traffic not accounted via any applicable charging rule.


For example, in the case of GPRS, output of FBC data per charging rule on a per PDP context basis would allow non-FBC charged data volumes to be determined, and existing GPRS charging mechanisms to be applied.
Editor’s Note: How online GPRS charging can be supported for packets not accounted by FBC is FFS
Next amended section

6.2.4
Traffic Plane Function

The Traffic Plane Function shall be capable of differentiating user data traffic belonging to different service data flows for the purpose of collecting offline charging data and performing online credit control. 

The Traffic Plane Function shall support pre-defined charging rules, and pre-defined filters. See subclause 5.3 for further filtering and counting requirements.

For online charging, the Traffic Plane Function shall be capable of managing the aggregation of the credit/resource used for some or all of the service data flows of a user. The Traffic Plane Function shall also be capable of managing the credit/resource of each individual service data flow of the user.

For GPRS, it shall be possible to provide flow based charging functions for different service data flows even if they are carried in the same PDP Context. For GPRS, the traffic Plane Function is a logical function allocated to the GGSN. 

Editor’s Note: The effects of this co-location to the interfaces still needs to be studied e.g. Gy, Gz, Gi. Gi radius extensions for charging purposes are not precluded.

For GPRS, the TPF/GGSN shall be able to do separate counts per PDP context for a single service data flow if it is transferred on more than one PDP context. How this can be achieved is FFS. 

For each PDP context, there will be a separate OCS request/reporting, so this allows the OCS and offline charging system to apply different rating depending on the PDP context.

The Traffic Plane Function shall identify packets that are charged according to service data flow based charging. The Traffic Plane Function shall report the data volume(s) charged according to service data flow based charging. In case of GPRS, the Traffic Plane Function shall report the service data flow based charging data for each charging rule on a per PDP context basis.

At initial bearer establishment the Traffic Plane Function shall request charging rules applicable for this bearer from the charging rules function. As part of the request, the Traffic Plane Function provides information on the user and the bearer characteristics to the charging rules function. The Traffic Plane Function shall use the charging rules received in the response from the charging rules function. In addition, the Traffic Plane Function shall use any applicable pre-defined static charging rules. Pre-defined charging rules may apply for all users or may be activated by the CRF.

If the bearer is modified by changing the bearer characteristics relevant for the selection of the charging rules, the Traffic Plane Function shall request charging rules for the new bearer characteristics from the charging rules function. 

If the Traffic Plane Function receives an unsolicited update of the charging rules from the charging rules function, the new charging rules shall be used.

If another bearer is established by the same user (e.g. for GPRS a secondary PDP context), the same procedures shall be applied by the Traffic Plane Function as described for the initial bearer.

The Traffic Plane Function shall evaluate received packets against the service data flow filters in the order according to the precedence for the charging rules. When a packet is matched against a SDF filter, the packet matching process for that packet is complete, and the charging rule for that SDF filter shall be applied.

Editor’s Note: The relationship of the Traffic Plane Function and WLAN interworking nodes (e.g. WLAN PDGw) is FFS.
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