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1. Introduction

WLAN differs in some subtle and not so subtle ways from GPRS.  One of the perhaps more subtle differences is that the WLAN Interworking System does not provide a replacement for the GPRS Control Channel interface.  This paper suggests adding an (perhaps optional) tunnel which a WLAN UE would established soon after authentication, and maintain as until the UE powered down.
2. Analysis
The GPRS Control Channel exists to allow the SGSN to interact with the UE primarily for network related reasons.  Registration and paging are two activities which happen via this channel.  No PDP context activation is necessary (or even possible!) during these interactions, even though there is considerable data transferred between the UE and the network.   SMS is also transmitted in this way, although this is an exception to how the UE is normally provided service in a GPRS/IMS environment. 

Nothing like this currently exists in the WLAN Interworking specification.  The UE is allowed to start an authentication at any time, and is not required to set up a tunnel to the network until it decides to do so.  There is not even a requirement for the UE to set up a tunnel directed towards the network; several tunnels could terminate in corporate networks, for instance, where the operator would not have an IP presence, per se.  Even if this was allowed, the operator would then have to have a IP address allocated in every PDG space, and would have to dynamically determine which tunnel to use for communications to the UE.  This is a complicated situation.
A better situation would be to have the UE set up a tunnel immediately with the express purpose of communicating to the network directly.  A specific PDG would be programmed into the UE, for instance, as the “HPLMN PDG”.   The UE could use this trusted tunnel to change service parameter, for instance, or receive information needed to set up additional tunnels.  It would be up to SA3 to confirm, but this process may save considerable time in setting up additional tunnels to other PDGs.

A more important capability this adds is for the network to be able to reliably communicate to the UE.  SMS, for instance, could only be delivered after the UE decided to set up a tunnel even if the network knew messages were waiting.  Push services, in general, have to wait for the UE, which could vary the subscriber’s service from UE to UE.  It would be better to expect all UE behave in the same way, and set up such a tunnel immediately.  In general, it is easier to architect solutions in the standards knowing there is a reliable path of communications available between the UE and the network. 
Another important use of such a Network Tunnel is maintenance for the UE.  Several actions, such as over the air activation and modification of system parameters happen today initiated by the network.  None of these are possible in the WLAN Interworking a currently proposed.  A Push Tunnel would also be an advantage for Customer Care, which would be able to tell immediately if a subscriber’s UE was working on the network, or if it was having connectivity problems.  A Customer Care rep could do several tests if such tunnel exists.  In the WLAN Interworking system, where the RF network is not necessarily owned by the operator, this would be an important capability to isolate the problem to the operator’s network, or the WLAN system the subscriber was using.
There is a cost to having a tunnel open.  There would be tunnel set up messages between the various elements, and then the cost of memory to store the state of the tunnel.  The cost of memory, however, is very low comparatively, and more messaging may be saved by having this tunnel available than is added by having it open.  Many UEs will have a tunnel open immediately, even without this requirement, to allow them to receive SMS, MMS, and other services.  This requirement simply assures us at the architectural level that we have a capability available for use.

This requirement would be only for systems which have the capability to set up tunnels (i.e. Scenario 3 and above).  Scenario 2 systems would still be allowed, but would not have the advantages outlined of having a Network Tunnel.  The tradeoff is an operator decision. The Network Tunnel could also be made optional in Scenario 3 systems.  This would require, however, that solutions to problems also support both approaches.  
3. Summary and Recommendations:
This paper recommends that a UE set up a tunnel to the HPLMN as soon as possible after authentication on the network, and this tunnel be used for network related traffic.  Such an approach has a cost, but, on balance, offers benefits from the ability to guarantee maintenance of the UE, and the ability to design services in a simpler fashion.  This is modest price, and is going to be the way many UEs will operate, even without this requirement. 
This recommendation is in many ways an enhancement, and does not need to be implemented in this edition of the TS.  If this approach is acceptable, it is recommended to be added to the next version of the TS, and used as an assumption for later work.


































































