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1. Introduction

Recently, WLAN Drafting has settled on a rather straightforward and elegant addressing scheme for the Packet Data Gateway (PDG): allocate a Public IP address that is routable anywhere in the public Internet.  This approach is also required in the GSM Association Permanent Reference Document IR.34 (Version 3.4.0, March 2003). 

In an ideal situation, this would be all that is required for the proper routing of packets.  Ideal situations are rare in the real world, however.  This raise the question if a public IP address is sufficient for routing of 3G/WLAN interworking packets.  

This paper outlines scenarios where a Public IP address is not sufficient, or has drawbacks.  A possible mechanism for overcoming these problems is presented at a high level.  The question for the Drafting group to settle is if this work should be done now, or put off until such a time as the extent of the problems is better known.

2. PDGs and Public Address

The GSM Association IR.34,  paragraph 3.2, does a good job of explaining the addressing rules for the GRX network: 

“Public addressing should be applied in all GPRS backbone networks. Using public addressing means that each operator has a unique address space that is officially reserved from Internet addressing authority. However, public addressing does not mean that these addresses should be visible to Internet. GPRS intra- and inter-PLMN backbone networks shall remain invisible and inaccessible to public Internet.

It is imperative to use unique public addressing in all visible network elements of the intra and Inter-PLMN networks. With current Network Address Translation (NAT) implementations it is impossible to use NAT because NAT can not change IP addressed, such as SGSN address in PDP context activation request, that are carried inside GTP tunnel.”
The idea of having a public address but an inaccessible network seems odd at first, but it is clear this approach was adopted to prevent the NAT related problems in this private network as noted in paragraph 2.  This still requires, however, that the PDG have a public address, and this can be used for routing purposes. 

3. Routing PDG Packets

Figure 1 shows a possible WLAN UE routing for packets to the PDG via an “IP cloud”.


Figure 1: Routing from UE to PDG via Public IP Cloud

The Drafting group knows that this is not the whole story.  At some point a Wireless Access Gateway must become involved to allow the packets to be routed via a visited network.  This addition is shown in Figure 2.



Figure 2: Routing to the PDG via the WAG

Figure 2 now supports the requirements we currently have in the TS.  It is clear that any packets with the WAG can be routed to the PDG via the GRX network. But this now raises another important question: How are the packets first routed to the WAG so they can then be routed to the PDG?

One simple situation is one that can occur when the visited network owns the WLAN, and maintains a direct connection to the WAG.  This is shown in Figure 3.


Figure 3: Local WLAN connection directly to WAG

In this case, the Local Router for the WLAN would take a look at the destination address for the packet, and if it was going to the PDG address, it sent on the connection to the WAG.  Otherwise, it would send the packet to the public Internet to see if it can be routed there.  It is interesting to note that any number of routers could actually be used between the WLAN AN and the WAG… the decision tree for each would be fundamentally the same.  This means this simple case will hold even if the WLAN and network between the WAG have different owners.

4. Problem Scenarios

There is a problem in this approach, however.  One problem emerges when more than one WAG are used to access the same PDG.  Consider Figure 4:







Figure 4: Multiple WAG access to the same VPLMN

This should be a common situation, and is not a problem in and of itself.  But consider the case where a local ISP provides connectivity to two different local Operators (A, B) and also two different WLAN companies (1, 2).  Let us also assume that WLAN 1 wants to send the packets to the end PDG via Operator A and WLAN 2 wants to send the packets to the end PDG via Operator 2.  This is shown in Figure 5:





Figure 5: Ambiguous Routing Problem

The problem occurs at the router that will receive packets from both WLAN #1 and WLAN #2 with the same destination address.  Normally, it would route it to either WAG A or WAG B, but certainly not both!   In a normal router, one WAG would win and receive all the traffic, and the other would receive none.

Can this be corrected?  Yes, but only by making sure the “subnets” between the WLAN and the WAG have ONLY the one, correct WAG visible.  This would be the case where the ISP engineered their internal network so it looked like two copies of the network in Figure 3.

Very large networks such as private, international Intranets face this same situation.  HP, for instance, may wish to allow employees to use their 3G WLAN UE inside the company network.  The 3G UE will generate packets to the “public internet”, which are routed inside the company network to the public firewall.   All the traffic for several countries may all be routed to the same public firewall.  This could mean packets generated in Germany might be routed to Texas or California before exiting to the public Internet.  

Other problems can be considered for this scenario, including:

Failure scenarios- if one carrier’s WAG fails, the network would have to be re-configured to go to a secondary carrier WAG.

Load Balancing- a single operator may have an agreement with two different local operators order to have enough service for the roamers in the area.  It may wish to have one class of roamer go to one operator, and another class go to another operator when both classes are getting service on the same WLAN.  This cannot be done with a single PDG address. 

Private PDG Address- it could be that the operator wishes to have a private PDG address that may also exist in the public Internet.  Address space exhaustion may be a justification for this action.  In this case, all the PDG packets would be routed to the public address instead of to the PDG.

5. Alternate IP Routing Proposal

Another approach can be taken to solve this problem.  In this approach, the address of the WAG is used as the gateway to the system instead of the address of the PDG.

Consider again Figure 5.  In this case, however, packets are addressed to either WAG A or to WAG B.  In situation, the router in the ISP would not have a problem in determining where to route the packet.

The same is no longer true for the WAG, however.  The packet is at its destination, and so no more routing is possible based on the packet by itself.  Several possible solutions for this problem exist however:

1. The WAG may only be associated with a PDG.  This is not likely, however, since this would mean a large number of WAG would be required for each PDG.

2. The WAG could be handed a packet based on a new protocol that would include the address of the PDG encoded in the packet.

3. The WAG could be updated to check the source address of the packet to determine which PDG to use.  Send the packet in an “IP-in-IP pipe” to preserve the addressing information.

Of these alternatives, the last is probably the most acceptable.  There is a need already to identify a legitimate subscriber’s IP address to the WAG to reduce the amount of unauthorized traffic from being sent to the PDG.  This could easily be expanded to provide the address of the PDG in along with this address.  This scenario is shown in Figure 6.



In this scenario:

1. A UE is given the address of the WAG during PDG discovery (potentially from a Resolution Gateway).

2. The WAG is given the address of the UE at this time, along with the address of the associated PDG to which to forward packets.

3. The UE sends a packet via the WLAN and any routers to the WAG. 

4. The WAG places the IP packet in another IP packet destined for the PDG.  This allows the PDG to have the address of the subscriber and the address of the associated WAG in the same package. 

5. The PDG receives the packet, extracts the inner packet, and processes it as normal.  The PDG will need to maintain a list of the WAG and subscriber IP addresses so it can route the subscriber traffic back correctly.

More work would need to be done, but this is to simply outline enough of a possible solution for discussion.

Notice this solution takes care of all the issues raised.  With the WAG address used, there is no problem routing in the public Internet.  These addresses will need to be public and unambiguous anyway, so they may be used as easily as the PDG address.   If one WAG fails, another address could be given for an alternate WAG.  Load balancing could be accomplished by directing UE’s to separate WAGs, as required.  This would allow load balancing to be simplified within a single visited network, in addition to across two or more visited networks available in the same location.  Last, the address of the PDG could be completely separate from the public internet space, as long as it was unique in the context of the GRX network.

6. Summary and Point for Discussion
This contribution has summarized several potential problems with the use of a public address for a PDG as the sole routing mechanism for WLAN data.  Problems include restrictions on the network architecture used to route packets to the PDG, difficulty in supporting load balancing of WAGs, difficulties in supporting failure scenarios, and no method to support “private address” PDG.  A mechanism is also suggested to overcome these limitations that would use the WAG address instead of the PDG address.  This would require some more actions be taken to support this method.

The severity of these problems, however, is a matter of judgment, as is the complexity of the proposed solution.  The proposed solution is not exclusive of the current approach; indeed, both methods could be used in the network at the same time by the same clients (it is assumed different WAGs and PDGs are used in the two cases, however).  It would take some work to including this method in the standard.

HP suggests this problem is likely enough to happen that a solution should be defined in the standard.  The proposed solution is already much in line with processing which is either already defined, or has been suggested for other reasons.   While it would be possible to add this solution later, it is HP’s opinion that it will not take much effort to provide a standardized solution at this time.

HP invites comments from other companies on the problem, solution, and proposed course of action.
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