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1. Introduction

This paper discusses the principle of QoS Negotiation for the MBMS service if a node cannot support the requested QoS. The QoS can be negotiated for all QoS attributes,  but Iu only supports bit rate negotiation.  

The QoS negotiation can take place in the RNC and in all other nodes in the core network. It is carried out as a part of the session start and bearer establishement of the MBMS service. The PDF/BM-SC sends the required QoS to the relevant GGSN(s), SGSN(s) and RNC(s) during session start procedure. Any of these nodes can perform the QoS negotiation if they cannot accept the required QoS. After the negotiation, the PDF/BM-SC makes the final decision as to what level(s) of QoS is acceptable and used for the MBMS service. If PDF/BM-SC does not accept the negotiated QoS acknowledged by the downstream nodes, then the bearer on that branch of the distribution tree will be released and no data will be transmitted. Even if a certain node does not support it, the MBMS service is neither established in that node (GGSN, SGSN, RNC) nor in the nodes under it. 
Note 1: The MBMS is a unidirectional point-to-multipoint service and the UE cannot request any QoS attributes when joining the MBMS bearer. So for example, the bitrate value(s) have to be received from the PDF/BM-SC. The QoS negotiation is not per UE based.

Note 2: It is outside the scope of this contribution as to how the RNC(s) derive the QoS (bit rate) that they can accept. This issue can be left as an implementation issue, or if preferred, these RAN aspects can also be established with the 3GPP RAN groups. In any case, this contribution neither proposes nor requires the solution to be cell based, and it is also assumed that the BM-SC has no cell specific information.

2. Discussion

QoS negotiation is simple and applicable to MBMS as the network nodes can indicate to negotiate the QoS that it supports. So the possibility to drop the service will be less likely if all the network nodes can negotiate the QoS.

No QoS negotiation (current solution in TS 23.246):

According to 3GPP TS 23.246 (v 0.5.0) chapter 6.3.1, the network has control over the QoS parameters. The MBMS data will be distributed to multiple users through a distribution tree that starts from the GGSN and can go through many SGSNs and RNCs. Each branch of the MBMS distribution tree will be established with the same QoS. 
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Figure 1: Data distributed towards downlink nodes (no QoS negotiation)

In the figure 1, the bearer is established and no QoS negotiation is done at any node during bearer establishment. Data will be distributed to all the branches towards downlink nodes with the same QoS value, i.e. QoS1. If a node does not support the QoS1, then the bearer will be released. Here RNC0 does not support the QoS1 required by PDF/BM-SC and it cannot negotiate the QoS value. So the bearer between SGSN1 and RNC0 is not established and all the UEs under that node will be out of MBMS service. Similarly the bearer between SGSN2 and RNC3 is not established as the RNC3 does not support QoS1 and all the UEs under that node will be out of MBMS service. 

The disadvantage of not supporting the QoS negotiation is that the RNC(s) may not be able to provide the required QoS (i.e. the bitrate(s)) and, thus, some branches may not be established. Thus, all the UEs under that RNC are left without the MBMS service. 

2.1 The general signaling flow of the QoS negotiation:
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Figure 2: Signaling flow of QoS negotiation

The bearer between SGSN and GGSN, GGSN and PDF/BM-SC could be established at service activation phase or during bearer request procedure. The QoS will be negotiated and updated in the nodes according to the following procedures. The nodes that support the requested or negotiated QoS values will accept the data. The messages used in this flow diagram was from Tdoc S2-031238, subclauses 8.2, 8.3 and 8.4 that are mostly related to the QoS negotiation and bearer establishment.

From Figure 2:

· There could be already bearer established between SGSN and GGSN, GGSN and PDF/BM-SC in message 1 and 2 without any QoS during multicast service activation procedure.

· Then during Session Start procedure according to the new signaling flow, BM-SC will send the required QoS to the GGSN(s). If any GGSN accepts the QoS requested by PDF/BM-SC, then the GGSN will pass the QoS to the downstream nodes and bearer will be established between the BM-SC and that GGSN with the required QoS. 

· If any GGSN does not accept that QoS value, then it will downgrade the QoS and update the bearer with the negotiated QoS (QoS1) and send the QoS1 to the downstream nodes. Here the GGSN does not know what QoS value SGSN(s) will support.

· If any SGSN accepts the QoS from GGSN, then the bearer will be established between SGSN and GGSN supporting QoS. 

· If any SGSN does not accept the negotiated QoS (QoS1) received from GGSN, then it will downgrade the value to QoS2, will send ack to the GGSN and to RNC(s) and establish the bearer between SGSN and GGSN. GGSN will establish another bearer with BM-SC using message 1 with QoS2.

· If any SGSN accepts the QoS1 requested by GGSN, then the SGSN will pass the QoS1 to the downstream nodes and another bearer will be established between that SGSN and the GGSN with the QoS1

· RNC will follow the same procedure as GGSN and SGSN follows. For example, if any RNC does not accept the QoS (QoS2) received from SGSN, then it will downgrade the value to QoS3, will send ack to the SGSN and establish the bearer between SGSN and RNC. SGSN will request this QoS3 to GGSN and will establish bearer. Then GGSN will establish another bearer using message 1 with QoS3 from SGSN.

Here the QoS negotiation has started during Session Start procedure. If the negotiation procedure starts from the upstream nodes towards downstream nodes during Session Start procedure, then the upstream nodes will have no chance to reject or renegotiate or downgrade the QoS values that are received from the downstream nodes during Bearer Request Procedure. So the SGSN will accept any negotiated QoS value from RNCs because the value will be either lowered or same than SGSN requested. Similarly the GGSN will accept any negotiated QoS value from SGSN because the value will be either lowered or same than the GGSN requested. It is upto BM-SC to accept or reject the negotiated QoS value from downstream nodes.

So multiple tunnels will be established between nodes for each QoS value that the nodes accept. It is also possible to establish single tunnel between nodes and support one negotiated QoS.
So the above signaling flow will support two QoS negotiation solutions to enhance the current solution mentioned in TS 23.246: 

· Multiple negotiated QoS

· One negotiated QoS

Multiple negotiated QoS

The QoS supported in different branches of the distribution tree of the MBMS service can be different (i.e.have different bitrate value). 

One negotiated QoS:

The QoS supported by each branch of the MBMS distribution tree will be the same. All the nodes can propose a QoS value suitable for them, and the dropping of the service is less likely.

Multiple negotiated QoS – Alternative 1
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Figure 3: QoS negotiation with multiple negotiated QoS

MBMS bearer establishement for multiple negotiated QoS:  

Considering the network scenario in figure 3, PDF/BM-SC sends the required QoS to the GGSNs, GGSN sends the negotiated QoS value to SGSNs under it, SGSNs send the negotiated QoS value to RNCs under them through the distribution tree. 

· After QoS negotiation between SGSN1 and GGSN, the negotiated value will be sent to RNCs.

Note that the negotiated QoS send by the SGSN1 is either the same or lower than the requested QoSs by GGSN and the required QoS originally requested by the PDF/BM-SC in step 1.
· After QoS negotiation between SGSN1 and RNCs under it, SGSN1 will store all the QoS values that were negotiated with the RNCs under it, create multiple bearers for each accepted QoS values and indicate the QoS values to GGSN.

Note that the QoSs negotiated by the RNC1 and RNC2 are either the same or lower than the requested QoSs by SGSN1and the required QoS originally requested by the PDF/BM-SC in step 1.
· All the negotiated QoS values sent by SGSN1 will be stored in MBMS Bearer Context in GGSN and will be indicated to PDF/BM-SC.

· The negotiation procedure between SGSN2 and GGSN, RNC3 and SGSN2, RNC4 and SGSN2 will follow the same steps as above.

· If the PDF/MB-SC can accept the QoS value(s) received from GGSN, it responds to the GGSN with negotiated QoS value(s) to establish separate tunnel for each accepted QoS values. If BM-SC does not support some of those QoS value(s), it will not establish the bearer for those QoS value(s) towards downstream nodes. 

Advantage: The advantage of this solution is that different Iu bearers will support different/multiple QoSs and hence less possibility to drop services when all the downlink nodes (RNC, SGSN, GGSN) already support the QoSs. Hence all the UEs under the RNCs will have the service. Also the nodes with lower QoS value do not affect the node with higher QoS.

Disadvantage: There is still a possibility to drop the service if nodes (RNC, SGSN, GGSN and PDF/BM-SC) do not support the negotiated QoS. However, the possibility of dropping the service is more likely if there is no QoS negotiation. 

One negotiated QoS – Alternative 2

In the One negotiated QoS, the QoS is the same for each branch of the MBMS distribution tree. If any RNC that supports QoS lower than the requested value by SGSN, then it will downgrade the QoS and send the acknowledgement to the corresponding SGSNs. If BM-SC cannot support a QoS requested by the node under it, then the bearer will be released. Single tunnel will be established between nodes.
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Figure 4: Bearer establishment when all the distribution trees support QoS3
MBMS bearer establishement process for one negotiated QoS:

Considering the network scenario in figure 4, PDF/BM-SC sends the required QoS to the GGSNs, GGSNs send the negotiated QoS value to SGSNs under them, SGSNs send the negotiated QoS value to RNCs under them through the distribution tree if the nodes don’t support the required QoS.

· After QoS is forwarded to the downstream nodes, all RNCs under each SGSN will send negotiated QoS values to the corresponding SGSN if they don’t support the QoS send by SGSNs. SGSNs will wait until all the RNCs have sent the negotiated QoS values and each SGSN will decide to accept the lowest QoS value. From figure 4, RNC1 accepts QoS2 from SGSN1 and send it to SGSN1 with the accepted QoS(QoS2), but RNC2 downgrades to QoS3. As QoS3 is lower than QoS2, so SGSN1 will accept QoS3. Similarly, SGSN2 will accept lowest QoS (QoS4).

· All the SGSNs under each GGSN will send the accepted QoS values to the corresponding GGSNs. The GGSNs will decide to accept the lowest QoS values received from SGSNs under them and indicate the QoS values to the BM-SC. From figure 4, SGSN1 will send QoS3 and SGSN2 will send QoS4. So GGSN will accept the lowest QoS (e.g. QoS3) and indicate it to PDF/BM-SC.

· If the PDF/MB-SC can accept the negotiated QoS(QoS3) received from GGSN, it responds to the GGSN with negotiated QoS value(s) to establish tunnel for the accepted QoS values.

Advantage:  The advantage of this solution is that, there is less possibility to drop the services when all the downlink nodes (RNC, SGSN, GGSN) already support the negotiated QoS. 

Disadvantage: There is a possibility to drop the service if PDF/BM-SC does not support the negotiated QoS. Also the QoS at all the nodes are downgraded and lowest QoS will be selected throughout the MBMS distribution tree eventhough some nodes may support higher QoS.

3. Conclusion:

According to the current working assuption, the MBMS service will not be established in a certain branch if a node does not support the requested QoS. 

In this paper we have presented two solutions for QoS negotiation and like to have new discussion for the benefits of such functionality.

In order for the proposed solution to be more effective, all the nodes (RNC, SGSN, GGSN and PDF/BM-SC) need to support the negotiated QoS. 

As different nodes may support different QoS values that BM-SC may accept, the “Multiple Negotiated QoS” proposal is more efficient and is acceptable.
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