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Introduction

The role of the optional border gateway is not clear for scenario 2 and scenario 3. This contribution clarifies the functionality supported by the Border Gateway.

***** changes to existing text *****

6.2.5  Border Gateway

Support of BG in scenario 2 is optional
· The Border Gateway is an optional gateway via which the data to/from the  WLAN Access Network.can be routed via a PLMN. 

· The Border Gateway support is subject to local agreement between the WLAN AN and the VPLMN, in the roaming case, and between the WLAN AN and the HPLMN, in the non-roaming case. 
 The Border Gateway:

· Enables generation of aggregate charging for users accessing via the WLAN AN (scenario 2), e.g., to verify the charging records generated by the WLAN AN
· 
· Enables the (V)PLMN to implement portal functionality for users accessing via the WLAN AN, e.g., for scenario 2
The definition of the interface between WLAN AN and PLMN and the operation of the WLAN Border Gateway are subject to local agreement and are not specified by 3GPP. However, in order to demonstrate support for the WLAN border gateway, informative examples of such connectivity between WLAN AN and PLMN are described in an informative annex.
Editor’s note :  the use of the BGW in sc.3 is ffs. 



***** Inclusion of new text ******

Border Gateway Implementation (Informative)

In the roaming case, 3GPP-WLAN interworking is achieved according to bilaterally agreed procedures between the WLAN Access Network operator and the VPLMN and between the VPLMN and the HPLMN. In a non-roaming case, the HPLMN has a direct interface with the WLAN AN. 

When a WLAN Access Network operator supports interconnection with two or more VPLMNs, broadcast traffic to/from the individual VPLMNs may be required to be separated. In an Ethernet domain, broadcast traffic is typically constrained using IEEE 802.1Q Virtual LAN technology [1]. Hence, a WLAN Access Network may simultaneously support multiple VPLMNs by supporting multiple Network Ids (e.g., SSID for 802.11 or NOP-ID for HIPERLAN 2) and  mapping the Network Ids to individual VLANs.

3GPP Release 6 WLAN Interworking includes the optional WLAN Border Gateway. WLAN traffic which has been authenticated by the 3GPP AAA Server in the home network, and using the 3GPP AAA Proxy Server of a VPLMN in the roaming case, may be mandated to be routed through the WLAN Border Gateway of the nearest PLMN (e.g., according to the bilateral agreement between WLAN AN and PLMN).

The definition of the interface between WLAN AN and PLMN and the operation of the WLAN Border Gateway are subject to local agreement and are not specified by 3GPP. However, in order to demonstrate support for the WLAN border gateway, two informative examples of such connectivity between WLAN AN and PLMN are described below. For simplicity, the roaming case is used as an example in the following figures. Any of the VPLMNs shown in the figures may also operate as a HPLMN.

WLAN AN-to-VPLMN tunnel defined per WLAN AN Subnet

Figure 1 shows one example of how routing via the VPLMN can be achieved. Here the WLAN Access Point supports multiple Network Ids. An individual network ID is allocated to a specific VPLMN. Broadcast separation between different VPLMNs is achieved using network ID to VLAN mapping. Routing of AAA messages is defined on a per network ID basis, i.e., the static AAA route for clients authentication using Network ID #1 is to “3GPP AAA Proxy #1” and the route for clients using Network ID #2 is to “3GPP AAA Proxy #2”.

Once authenticated, AAA techniques can be used within the WLAN AN to ensure user traffic is allocated to the correct VLAN, e.g., using RFC 2868 with Tunnel-Type = VLAN (13), see [2] for more details.


[image: image1]
Figure 1: Example Multiple Network ID, VLAN, DHCP Relay and static tunnelling from the WLAN AN subnet to provide routing via the VPLMN

In order to support Client IP address allocation and configuration from the VPLMN, Figure 1 shows the support of multiple DHCP Relay Agents on the last hop router. The DHCP Relay Agent #1, corresponding to VLAN #1, is paired with DHCP Server #1 in VPLMN #1, and DHCP Relay Agent #2 is paired with DHCP Server #2. The DHCP Server in the VPLMN can be configured according to local SIP Server information [3] and Interface MTU Attributes [4] according to the tunnel configuration between VPLMN and WLAN AN.

Subnet VLAN #1 has the interface for Tunnel #1 defined as default route and subnet VLAN #2 has the interface for Tunnel #2 defined as default route. 

Bi-lateral agreements between the WLAN AN and the VPLMNs will typically define the use of DHCP Option 82 attributes, allowing each VPLMN to use aggregate routing in the down-link direction, e.g., using the sub-options Agent Remote ID and Agent Circuit ID to enable the definition a separate DHCP pool per subnet (e.g., WLAN Hotspot).

The subnet may be defined per hotspot, e.g., when the DHCP relay is co-located with the last hop router in the hotspot, or bridging techniques can be used to allow the subnet to span multiple hotspots, e.g., using layer 2 bridging over Generic Routing Encapsulation (GRE) protocol [5].

Single WLAN AN-VPLMN tunnel defined per WLAN AN

The previous example assumes a layer 3 tunnel between each WLAN defined subnet (e.g., WLAN hotspot) and the VPLMN. Such a configuration may be particularly burdensome as the number of  WLAN hotspots increases for those WLAN access networks which define a subnet per WLAN hotspot.

In order to scale to support such scenarios, the configuration between WLAN AN and VPLMN may take an alternative approach, e.g., as shown in Figure 2.

In this example, AAA techniques and VLAN assignment are identical to the previous case, but rather than implement a DHCP Relay Agent per VLAN, the WLAN AN allocates address pools per VPLMN and configures its DHCP servers accordingly.

Figure 2 shows an example where the WLAN AN has allocated internal addresses 192.168.0.0 / 22 to VPLMN #1 and addresses 192.168.4.0 /22 to VPLMN #2. The WLAN AN internal routing tables define default gateways for these routes to be the tunnel endpoint for Tunnel #1 and Tunnel #2 respectively. In this example, the router which implements the tunnel endpoints also includes the definition of a NAT pool for each VPLMN. Other scenarios are possible, including performing the NAT operation in the VPLMN, or NATless operation where the IP address pools allocated by the WLAN AN are topologically part of the VPLMN.


[image: image2]
Figure 2: Example WLAN AN to VPLMN interconnectivity using multiple Network ID, VLAN, DHCP pool per VPLMN implemented per subnet (WLAN hotspot), centralised tunnelling with optional NAT to VPLMN

Typically, the bilateral agreement between the WLAN AN and the VPLMN will include the definition of the address of any local SIP server in the VPLMN, which can then be included in the configuration information provided by the DHCP servers of the WLAN AN, and the address range allocated by the VPLMN for WLAN users, which will then be used in the definition of the NAT pool. 

The definition of NAT on the WLAN AN router may include the definition of static NAT, e.g., for supporting AAA connectivity to the 3GPP AAA Server, and dynamic NAT, e.g., for supporting connectivity to the WLAN UEs. With dynamic NAT, translations don't exist in the NAT table until the router receives traffic that requires translation. Dynamic translations will have a timeout period after which they are purged from the translation table.
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Proposal

It is proposed to include the above text in TS 23.234.

WLAN Access Network





Network ID #2





Network ID #1





WLAN Access Point





DHCP Server #1


10.1.1.x





WLAN Border Gateway





WLAN Border Gateway





3GPP AAA Proxy #2





3GPP AAA Proxy #1





Internet/ Intranet





Internet/ Intranet





Tunnel #2





Tunnel #1





DHCP Server #2


10.1.1.x





VPLMN #2





VPLMN #1





WLAN Access Network





DHCP Relay Agent #2





DHCP Relay Agent #1





VLAN #2





VLAN #1





Network ID #2





Network ID #1





WLAN Access Point





Internet/ Intranet





Internet/ Intranet





Tunnel #2





Tunnel #1





WLAN Address Range


10.1.x.x





VPLMN #2





VPLMN #1





3GPP AAA Proxy #1





3GPP AAA Proxy #2





WLAN Border Gateway





WLAN Border Gateway





WLAN Address Range


10.1.x.x





WLAN Access Point





Network ID #1





Network ID #2





WLAN Access Point





Network ID #1





Network ID #2





NAT





NAT





VLAN #1





VLAN #2





VLAN #3





VLAN #4





VLAN #5





VLAN #6





VLAN #1


    192.168.1.x





VLAN #2


    192.168.5.x





VLAN #3


    192.168.2.x





VLAN #5


    192.168.3.x





VLAN #4


    192.168.6.x





VLAN #6


    192.168.7.x





Optional


VPLMN #1


NAT pool





Optional VPLMN #2 NAT Pool









[image: image3.wmf]