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1. Introduction

During last SA2#29 meeting, a contribution (Tdoc S3-03381) has been presented to highlight commonalities and the differences between the two architectures currently presented. 

The goal of the current contribution is to update the TS with the identified common principles in order to populate the TS and facilitate future work with other groups waiting MBMS inputs.
Questions still open in SA2, SA3 or RAN groups and needing more detailed agreement (such as Authentication and authorization, Paging…) have not been detailed so that the described procedures should be independent from the results of these discussions. 
This contribution proposes update of the section 8 of the MBMS TS (in blue in section 2 below) with addition of some MBMS principles.

This contribution deals with Multicast service from which Broadcast service can be deduced. 
2. Proposal of principles

8 MBMS Procedures 
8.1 Multicast service provision principles
8.1.1 Functional overview
The following functional procedures can be identified:

1) UE service join

2) Bottom up registration tree set up

3) BM-SC Session start

4) Bottom up User plane establishment

5) BM-SC Data distribution

A basic scenario for PMM_CONNECTED mode user activating a service before Session start is shown hereafter to illustrate these steps:
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Figure 1: Basic MBMS Multicast service provision for a user in PMM-CONNECTED mode 

The main steps are summarized hereafter:

1. After Service announcement have been done to allow the user to get Services Identification (i.e. the Multicast IP Address and the APN) and some service characteristics such as the subject, the availability time…, the MBMS user indicates to the network that he/she is willing to receive data for a specific Multicast service. The user joins the service and provides the Service Id (IP Multicast address+ APN) it wants to join.
2. The Network memorizes the fact that a user is interested in a service (has join a service): this is done by “linking” the UE to the service: a relationship between the UE and the Multicast Services it has join is memorized in the Network. The SGSN may inform the SRNC of UE link to the service at this steps or may do this only at session start (FFS)
3. Registration tree is built from bottom to top based on presence of interested UEs: nodes hosting UEs interested in a service need to receive the service information. They register to the service and their registration if forwarded up to the BM-SC:
· Due to Iur, a UE can roam to a DRNC under a new SGSN and this DRNC should also get the MBMS service information. As a consequence, a DRNC should registers to a SGSN node when hosting at least one interested UE. The SGSN it registers to may be different from the SGSN the UE is attached to.
· Due to Iu Flex, a DRNC shall elect one SGSN to register to: a DRNC registers to its parent SGSN.
· When a SGSN hosts interested RNC (SRNC or DRNC or RNC hosting PMM-IDLE UEs), it registers to the appropriate GGSN if not already done. The SGSN uses IP Multicast address and APN of the Service to identify the GGSN.
· When the GGSN receives a registration from a SGSN, it registers to the BM-SC if not already done.
4. At Session Start, the BM-SC sends a Session Start message to all registered GGSN that is propagated down to all registered SGSNs and all interested RNCs. The Session Start message carries Service information such as QoS and Multicast Area. BM-SC distributes MBMS service information down to nodes following the registration tree:

BM-SC provides Service information down to registered GGSN
GGSN provides receives Service information down to registered SGSNs
SGSN provides received Service information down to registered RNCs via the Iu interface.
Note: due to Iu Flexibility, a SRNC may receive service information from many SGSN.
5. Reception of Session start in the UTRAN triggers bearer plane establishment request by the UTRAN. Bearer plane is established only by RNC which will distribute MBMS data and it is a UTRAN decision to select which RNC will distribute data based on selection of multicast or dedicated data distribution… A distribution tree is then created from bottom to top: user plane request initiated by a RNC is propagated to the upper SGSN and GGSN up to the BM-SC. 
6. Data can be transmitted when distribution tree is established.
8.1.2UE link with a service

As user join can be done before Session start, the Network needs to memorize which UE has joined which MBMS service in order to distribute the service data to the right UE when a service session will start: a link between the UE and which service(s) it has joined is created in the RNC (but not when UE is in PMM-IDLE mode), SGSN and GGSN:
This UE link indicates which service (service id, i.e. Multicast address + APN) has been activated by which UE. The way it is memorized by a node is an implementation choice; it can be for example a list of MBMS PDP Contexts of a UE in the SGSN.

This UE/Service relationship can exist in the Network even if no data is under transfer (the UE is allowed to join a service before the Session Start).

This UE/Service relationship is memorized by the Network: 

In the RNC (SRNC and DRNC): to allow change of MBMS data distribution between multicast or dedicated mode over the radio, the UTRAN needs to know which service a UE in PMM-CONNECTED mode has joined.

In the SGSN: 
· in order to provide data to the right RA when a UE is in PMM-IDLE mode 
· and in order to provide the SRNC with this UE link.

In the GGSN: the list of MBMS PDP contexts of the UE is present along with normal PDP Contexts.

This relationship shall follow the UE Mobility procedures:

It remains memorized in the SGSN hosting a UE and is transferred to the new SGSN in case the UE change of SGSN. It is removed from the SGSN when the UE leaves the service (or when the UE detaches which implies leave of all the services).

It remains memorized in the RNC(s) the UE is attached to (in SRNC and provided to DRNC via Iur) and least when the session has started and is removed when the UE is not more managed by a RNC. In particular, it is removed when UE moves to PMM-IDLE state or if the UE leaves the service. 

8.1.3Service Registration tree 

A MBMS service registration tree is created to memorize which downstream nodes needs to receive service information when the session will start. This registration tree allows transfer of MBMS service information and MBMS data only in areas hosting interested UEs and not in the whole PLMN:
· BM-SC shall know which GGSN are interested in the service. 
· GGSN shall know which SGSN are interested in the service. 
· SGSN shall know which RNC is interested in the service.
This MBMS service registration tree is created bottom to top:
· As a UE can moves via Iur transparently for the CN, a RNC hosting a UE interested in a service (presence of UE link) may register to its upper layer SGSN to get the service. In the presence of multiple SGSN for a RNC, a RNC has to elect one default SGSN to register to:
· When a first UE arrives in a RNC, the RNC registers to its parent SGSN

· When the last UE leaves a RNC, the RNC de-registers from its parent SGSN
· An hysterisis mechanisms can be provided in the UTRAN to avoid ping-pong effect.

· A SGSN shall know which RNC are interested in the service:
· To distribute data to UEs in PMM-CONNECTED mode, the SGSN shall consider registration of  SRNC hosting the UE and DRNC hosting the UE. Whether SRNC is registered by default by a SGSN or needs to registers explicitly like a DRNC does is FFS. Whether a RNC registers at user join to a service or only when Session Start is FFS.
· To distribute data to UE in PMM-IDLE mode, a SGSN shall register which RNCs belong to the last known RA of the interested UEs.

· A SGSN hosting at least one registered RNCs or one interested UEs shall register to the appropriate GGSN to reach the BM-SC.

· A GGSN with at least one SGSN registered as needing the service (due to presence of at least one PMM-IDLE mode UE) shall register to the BM-SC.

· Each time a node receives a registration request, an MBMS Service Context is created to memorize which node registers. This causes the construction of an MBMS registration tree from the SGSNs up to the BM-SC.

Notes:

· Due to Iur, a RNC may register to a SGSN different from the SGSN the UE is attached to.

When the UE responsible for the RNC registration to a default SGSN leaves the RNC, the registration shall remain if other UE interested in the service are still in this RNC: the registration is not linked to a specific UE.

Due to Iu Flexibility, a RNC need to select a SGSN it has to register to. The RNC selects its parent SGSN. Due to Iur, this parent SGSN may not be the SGSN where the UE is attached to.

The service characteristics are not downloaded from the BM-SC at this node registration phase if the service is not available.

· At session start, service information is distributed downwards by the BM-SC through this registration tree to all registered nodes (in particular to both SRNC and DRNC hosting interested UEs in PMM-CONNECTED mode). 

· This service information is used by the UTRAN to determine whether point-to-point or point-to-multipoint data delivery shall be done to the UE in PMM-CONNECTED mode.

Note: “parent SGSN” refers to the SGSN that the initial UE is sent to when there are multiple SGSNs serving the same area.
8.1.5Tracking of the UE

In certain area where number of UEs is always estimated to be high, it is not necessary to estimate the number of UE in the cell: a SRNC can move a PMM-CONNECTED mode UE to PMM-IDLE mode.
In certain area, estimating number of users in the cell is needed to allow the UTRAN to decide whether point-to-point or point-to-multipoint MBMS data distribution should be chosen. 
In these areas, some UE in PMM-IDLE state may have to move back to PMM-CONNECTED mode to allow UTRAN to estimate number of UEs in the cells:
· the Network moves some UEs in PMM-IDLE mode back to PMM-CONNECTED state via radio message(s) to wake up UE(s). The nature of this radio message (whether this is a notification or NAS Paging(s) or a UTRAN Paging(s)…) is FFS.
· When woke up by the Network, a UE can make a NAS request to move back to PMM-CONNECTED state.
8.1.5Bearer plane establishment

· MBMS Bearer plane is linked to a service and not a to user: bearer plane is not established before service session starts.

· Bearer plane for UE in PMM-CONNECTED state is established on UTRAN request: after the UTRAN has decided which RNC will distribute data to the UE, the RNC requests UP establishment to its parent SGSN. This Bearer plane is then established up to the BM-SC.

· Bearer plane for UE in PMM-IDLE state is established by the SGSN where the UEs is attached: a SGSN hosting at least one UE in PMM-IDLE mode requests bearer plane establishment up to the BM-SC.

3. Conclusion
This contribution proposes some MBMS principles to be discussed and considered for inclusion in the MBMS Stage 2 TS.

 If the principles are agreeable, it is proposed to update the TS with section 2 of this contribution.
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