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1. Introduction

In current 23.240 v0.9.1, section 4.1.6 on synchronisation of data storage is still under further investigations. In order to progress this the work, the following solution is provided for discussion and approval.

2. Proposal

As we have a common understanding, GUP server is used for user who can have a single access with authentication and authorisation to any services provided by home network. Therefore, the GUP server is used as a router that can find the right data repository for user’s request as well as providing registration for any objects stored in new data repositories.

Also, the synchronisation of data storage for different applications is very heavy, for example, different services may need different slave copies from a master copy. The amount of the synchronisation between the master copy and slave copies could be extremely high. Hence, the synchronisation functionality should not be done in GUP server and should be done in each individual application. Otherwise, the GUP server will clash if the synchronisation functionality is implemented in the GUP server. Synchronisation of data storage between master copy and slave copies should be done by as a result of any changes to the data made by the applications to either a slave or the master copy. Then any modifications from master copy should be synchronised to all the related slave copies.  

In the GUP server, any new content by abstract part information from repository 1, repository 2 and so on is called content aggregation. Hence, the content aggregation function for temporary cache may be implemented in GUP Server. 

3. New text proposed for Section 4.1.6

4.1.6 Synchronization of data storage

The synchronisation functionality is a function of every data repository. Synchronisation of data storage between master copy and slave copies should be triggered by any changes in either master or slave data that is made by applications (or UE). Any modifications from master copy should cause all related slave copies to be updated, and, if necessary, the individual slave should push the modified data to the related application. The protocol for synchronisation between different servers is FFS in stage 3.

4. Conclusion

This paper proposed that synchronization should be done in each individual application and how to be triggered and pushed to applications. We would like to have a discussion on this aspect and have agreement on adding the above text to 23.240. 

Do we need to generate a LS to CN4 to study which protocol should be used for the purpose?

