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Introduction

The terminology and sequence of events related to the MBMS architecture have caused lots of confusion during the course of the work done so far in SA2. In this document we aim at describing on high level the complete set of procedures required for the realisation of an MBMS service.

To better understand the MBMS architecture, one should consider a scenario where the end-user uses his mobile device more or less like a portable handheld TV-set. The end-user can via some kind of menu select announced multicasts such as news, weather reports, talk shows, films etc. Potentially anything you can watch on TV but with preference for programs that do well on the small screen of the handheld device and the “mobile” situation of the person.   The MBMS Activation procedures drafted in this document can of course also fit to other end-user scenarios, e.g. MMS, with or without modifications or additions.

In order to clarify a number of concepts that have been the object of confusion or ambiguity, we use in this document a terminology inspired from services like TV broadcast that have many similarities with MBMS.. Terms as for example channels and transmissions have been used to promote a better understanding of the use cases and requirements of the MBMS architecture.

Discussion

Procedures

The MBMS architecture is built on seven basic procedures for the provision of Multicast or Broadcast services:

1. Announcement (provide UE with list of current (and future?) transmissions e.g. using a web/wap page)
Applicable for Broadcast and Multicast


2. Join channel   (initiated from UE)
Applicable for Multicast only


3. Leave channel  (initiated from UE)
Applicable for Multicast only


4. Activate channel  (initiated from GGSN, SGSN, and RNC)
Applicable for Multicast only


5. Deactivate channel  (initiated from RNC, SGSN, and GGSN)
Applicable for Multicast only


6. Start transmission  (initiated from BM-SC)
Applicable for Broadcast and Multicast


7. Stop transmission  (initiated from BM-SC)
Applicable for Broadcast and Multicast

The figure below shows the complete activation scenario when the very first mobile terminal starts to use an MBMS service. The Announce Transmissions procedure together with the Join Channel and Channel Request procedures establishes the path for the MBMS data. The Start Transmission then switches on the actual flow of MBMS data. 
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Figure 1:  Complete activation scenario

Contexts

To support the MBMS activation procedures, two kinds of Contexts are needed: MBMS UE Contexts and MBMS Channel Contexts. The Contexts and their attributes are used to control MBMS –(joining and leaving end-users, activation and deactivation of channels, etc).

When a new UE joins a channel, an MBMS UE Context is created in each node for the UE. The MBMS UE Context caters for charging as well as it is a means to control the activation and deactivation of the channel.  

To handle the tunnelling of the MBMS data an MBMS Channel Context is used.  It has e.g. a list of all downstream nodes, which have the channel activated and want ‘a copy’ of the MBMS data. A ‘state’ attribute tells whether a tunnel is established or not. Charging counters are a base for charging procedures. 

Since MBMS by nature has a hierarchical structure, the contexts and messages to control activation/deactivation are very similar in the RAN, SGSN and GGSN nodes. To some extent this is true for the BM-SC and MT as well.

[image: image14.wmf]BM

-

SC

GGSN

SGSN

MT

RAN

TE

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of RAN nodes

-

Number of joined MS

-

Charging counters

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

-

Charging info

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of SGSN nodes

-

Number of joined MS

-

Charging counters

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of GGSN nodes

-

Number of joined MS

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

MBMS CHANNEL 

(SERVICE) CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of joined MS

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

MBMS Application

BM

-

SC

GGSN

SGSN

MT

RAN

TE

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of RAN nodes

-

Number of joined MS

-

Charging counters

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

-

Charging info

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of SGSN nodes

-

Number of joined MS

-

Charging counters

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

CHANNEL CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of GGSN nodes

-

Number of joined MS

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

MBMS CHANNEL 

(SERVICE) CONTEXT

1 per node & channel

-

Ch id (IP Mult.adr)

-

State (active, standby)

-

List of joined MS

MBMS UE CONTEXT

1 per MS & channel

-

MS id (e.g. IMSI)

-

Ch id (IP Mult.adr)

MBMS Application


Figure 2:  Contexts and attributes in different nodes

Announcement Procedure

The announcement procedure is the way the UE and the user are made aware of what transmissions are available. These may be current transmissions or planned future transmissions. For the end-user this could be something like looking at a schedule of today’s TV-programs in a newspaper or on a web page (but on the UE’s display of course). It can be communicated to the UE in different ways, e.g. using Cell Broadcast Services (CBS) or using a web/wap page on the BM-SC server. What is hidden behind the web links are the IP multicast addresses which identify the “channel” on which these transmissions (or services) take place, see the figure below.
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Figure 3:  Terminology

Join Channel Procedure

The Join Channel procedure is always initiated from the UE. A channel can be joined during a transmission as well when no transmission is ongoing (see figure below). A channel is identified by an IP multicast address on a given APN. 
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Figure 4:  Mobile Stations joining a channel
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Figure 5:  Join Channel Procedure

1. A PDP Context is activated to the APN where the BM-SC is located.

2. The MBMS application in the TE uses the established PDP Context to signal what MBMS channel (IP multicast address) it wants to join. The GGSN shall be IP multicast enabled to receive the IGMP/MLD messages. The GGSN has the IMSI and MSISDN of the MS stored in its PDP Context where the join request arrives.  GGSN creates an MBMS UE Context. 

3. GGSN sends an Access Control message to the BM-SC to verify that the user is authorized to join the channel. MSISDN is included in the message to identify the user.  The BM-SC authorizes the user, creates an MBMS UE Context and returns an acknowledgement. 

4. The SGSN checks in its subscription information that the user has subscribed to MBMS services, and creates an MBMS UE Context, when it receives the Create MBMS Context Request message. SGSN increases the Number of joined UEs counter in the MBMS Channel Context. If no MBMS Channel Context exists, it invokes the Channel Request procedure to establish the channel. 

5. SGSN sends an Activate MBMS Context Request message to the MT to notify what MBMS channel is activated.

6. MT acknowledges it can receive the MBMS service.

7. SGSN sends an MBMS Establishment Request to the RAN node. It is FFS how this is handled in the RAN node.

8. When RAN acknowledges, SGSN sends a Create MBMS Context Response to GGSN.

9. When GGSN receives the response it updates the MBMS UE Context. It is FFS whether BM-SC needs to be updated on the successful activation or if only failures needs to be notified.

10. When the activation is completed and all necessary channels have been established (see Activate Channel procedure), the streamed payload will start to flow if there is an ongoing transmission.

Leave Channel Procedure

The Leave Channel procedure is always initiated from the UE. A channel can be joined during a transmission as well as when no transmission is ongoing. A channel is identified by an IP multicast address. 
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Figure 6:  Leave Channel Procedure

1. The user wants to leave the MBMS channel and stop receiving the streamed payload.

2. The MBMS application in the TE uses the established PDP Context to signal that it wants to leave an MBMS channel (IP multicast address). The number of joined MS attribute in the MBMS Channel Context is decremented.   

3. The BM-SC is notified about a leaving MS.

4. The SGSN receives the Delete MBMS Context Request message, removes the MBMS UE Context and decrements the Number of MSs counter in the MBMS Channel Context. If there are no more MS listening and the List of RAN nodes is empty, the Deactivate Channel Procedure is initiated towards the GGSN.

5. The MT is notified of the deactivation of the MBMS context.

6. The MT acknowledges the deactivation.

7. SGSN sends a MBMS Release Request to the RAN node. It is FFS how this is handled in the RAN node.

8. When RAN acknowledges, SGSN sends a Delete MBMS Context Response to GGSN.

9. When GGSN receives the response it removes the MBMS UE Context. It is FFS whether BM-SC needs to be updated on the successful deactivation or if only failure situations need to be notified.

Activate Channel Procedure

The Activate Channel procedure is initiated by the GGSN, SGSN or RNC. A channel is activated when the first user joins a channel in a node, i.e. when a tunnel for the MBMS data needs to be established to the upstream node (see figure below). It is done as a result of the Join Channel Procedure.  When additional users join a channel which is already activated in a node, no Channel Request message needs to be sent to the higher level node. 

A channel may also be activated on request from a lower layer node, even if there are no users who have joined the channel in the node. This might happen for example when users are roaming over Iur or in SGSN Pool configurations.
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Figure 7:  Channel activation and deactivation

To optimise resource usage, tunnels to carry the channels payload shall only be established during transmissions. Three different states of a channel can be identified, Active, Standby and Off. The current state depends on whether there is a transmission ongoing or not and if there are Mobile Stations that have joined the channel or not.

A channel enters Active state when a transmission starts. A tunnel for the MBMS data is then established. In the Standby state, no tunnel shall exist.  Finally when a channel enters the Off state, the MBMS Channel Context shall be removed from the node.

Figure 8:  Channel states

When a Channel Request message is sent to a upstream node, a Tunnel Endpoint Id (TEID) parameter is included in case there is already a transmission ongoing. In that case, a TEID from the upstream node will be returned. If no transmission is ongoing, no TEID will be returned and the requesting node can release its TEID. A tunnel for the channel will be set up later when a transmission starts.


[image: image7.wmf] 

 

BM

-

SC

 

SGSN

 

RAN

 

MT

 

GGSN

 

TE

 

1. Channel request( IP M.addr, GGSN IP adr, Tunnel id )

 

 2. Channel response( BM

-

SC IP addr, Tunnel id )

 

 3. Payload 

 

 4. Channel request( IP M.addr, SGSN IP addr, GTP TEID )

 

 5. Channel response( GGSN IP addr, GTP TEID )

 

 6. Payload 

 

 7. Channel request( IP M.addr,  RNC IP addr, GTP TEID )

 

 8. Channel response( SGSN IP addr, GTP TEID )

 

 9. Payload 

 

 10. 

Payload 

 


Figure 9:  Activate Channel Procedure

1. The Channel Request is triggered when the first user joins a channel and an MBMS Channel Context is created. It may also be triggered when a Channel Request is received from an downstream node (i.e. SGSN) and an MBMS Channel Context is created because of this. The BM-SC receives the Channel request, updates the List of GGSN nodes in its MBMS Channel Context and saves the GGSN IP Address for signalling. The MBMS Channel context is created if it didn’t exist. If there is an ongoing transmission on the channel, the GGSN tunnel identification is saved in the MBMS Channel Context.    

2. The GGSN receives a Channel response. If there is an ongoing transmission on the channel, the tunnel identification (including BM-SC tunnel IP address) is included in the response.

3. The MBMS data will start to flow immediately if there is an ongoing transmission.   

4. Step 1 & 2 are repeated at the next level between SGSN and GGSN. The tunnel identifications used are GTP TEID and GSN IP addresses. 

5. Ditto

6. As step 3.

7. Step 1 & 2 are repeated at the next level between RAN and SGSN. The tunnel identifications used are GTP TEID and GSN IP addresses.

8. Ditto.

9. As step 3. 

10. RAN transport forwards the MBMS data to all joined UEs.

The Channel Request and Release Channel Request messages may be used by RNC as a result of UE roaming over the Iur interface.
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Figure 10:  Channel/distribution tree

It can be discussed whether the Activate Channel procedure shall be a procedure of its own or part of the Join Channel procedure. One could argue that the parameters necessary for the channel activation can be included in Create MBMS Context Request for the very first UE joining a channel and that this will save signalling. But the proposal in this document is to keep the Activate Channel as a separate procedure. This for several reasons:

· More in line with the MBMS architecture, where the user-plane is quite separate from the control-plane – one common user-plane for many UEs.

· RAN nodes using Iu/Gb-flex requires that the channels and tunnels of the user-plane can be manipulated independently of the control-plane (see subclause on Iu/Gb-flex below).

· The channel is activated only for when the first user joins

Deactivate Channel Procedure

The Deactivate Channel procedure is initiated by the RNC, SGSN or GGSN. A channel shall be released when there is no more users of a channel in a node (MBMS UE Contexts) and no more downstream nodes have the channel activated (i.e. the ‘list of nodes’ attribute in the MBMS Channel Context is empty). Deactivation means that any streaming payload is stopped, the tunnel for the streamed payload is taken down and the MBMS Channel Context is removed.
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Figure 11:  Release Channel Procedure

1. A transmission may be ongoing when the Release channel procedure starts.

2. The Release Channel Request is triggered when the last user leaves a channel. The SGSN receives the Release Channel request, removes the RAN nodes from the List of RAN nodes in its MBMS Channel Context. If the list is empty and no more UE is listening to the channel, the MBMS Channel Context shall be removed and a Release Channel Request shall be sent to the upstream node (see 5).

3. A Release channel response is sent to the RAN node.

4. A transmission may be ongoing when the Release channel procedure starts 

5. Step 2 & 3 are repeated between the SGSN & GGSN.

6. Ditto

7. A transmission may be ongoing when the Release channel procedure starts 

8. Step 2 & 3 are repeated between the GGSN & BM-SC.

9. Ditto

Start Transmission Procedure

The Start Transmission procedure is always initiated from the BM-SC. When there is something to transmit on a specific channel (specific IP multicast address), the BM-SC sends a Start Transmission message to all GGSNs that have joined the channel. The message is propagated down the tree of SGSN and RAN nodes that have joined this channel. When the message is received by a node (GGSN, SGSN and RNC), a tunnel for transporting the MBMS data is created and the MBMS Channel Context in the node is updated to reflect the new state. A node may forward the Start Transmission message before it sends its acknowledgement to speed up the response time and reduce the risk to lose MBMS 

data. 

It can be discussed whether a tunnel should be used between BM-SC and GGSN, but it should have some benefits such as no requirement on multicast enabled Gi network, simpler and symmetric architecture, better control of which nodes receives the transmissions etc. What tunnel technique to use is an open issue, it can for example be IP-over-IP, IPsec tunnelled mode, etc.
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Figure 12:  Start Transmission Procedure

1. The BM-SC invokes a new transmission by sending a Start transmission message to all GGSNs that have previously activated the channel with the Activate Channel procedure towards the BM-SC. The GGSN receives channel parameters and the tunnel identification (IP address etc). The State attribute of the MBMS Channel Context is changed to Active.

2. GGSN acknowledges that it is prepared to receive the MBMS data by returning its tunnel identification (IP address etc).  When the BM-SC receives the acknowledgement, it starts sending the MBMS data to the GGSN. 

3. Step 1 & 2 are repeated at the next level between GGSNs and SGSNs. Tunnel identification are IP addresses and GTP Tunnel Endpoint Identifiers (TEID)

4. Ditto

5. Step 1 & 2 are repeated at the next level between SGSNs and RANs. Tunnel identification are IP addresses and GTP Tunnel Endpoint Identifiers (TEID)

6. Ditto

7. If required the RAN node invokes RAN-UE procedures

Stop Transmission Procedure

The Stop Transmission procedure is always initiated from the BM-SC. When there is nothing more to transmit on a specific channel (specific IP multicast address), the BM-SC sends a Stop Transmission message to all GGSNs that have joined the channel. After an acknowledgement, the message is propagated down the tree of SGSN and RAN nodes which have joined this channel. When the message is received by a node (GGSN, SGSN and RNC), the tunnel used to transport the streaming data shall be removed and the MBMS Channel Context in the node is updated to reflect the new state. The MBMS Channel Context shall not be removed, only updated, to allow MSs to join a channel even when there is no transmission ongoing.    
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Figure 13:  Stop Transmission Procedure

1. The BM-SC terminates a transmission by first stopping sending the streamed payload. Then it sends a Stop transmission message to all GGSNs that have previously activated the channel with the Activate Channel procedure towards the BM-SC. The GGSN receives channel parameters, releases the tunnel resources and sets the State attribute in the MBMS Channel Context to Standby. 

2. GGSN acknowledges the Stop transmission message. The BM-SC removes the tunnel identification of the GGSN in its MBMS Channel Context. However, the GGSN and its signalling IP address shall still be present in the ‘list of nodes…’ attribute in the MBMS Channel Context to be used next time a transmission starts. 

3. Step 1 & 2 are repeated at the next level between GGSNs and SGSNs.  

4. Ditto

5. Step 1 & 2 are repeated at the next level between SGSNs and RANs. 

6. Ditto. 

7. If required the RAN node invokes RAN-UE procedures

SGSN Pool (Iu/Gb-flex) Issues

Iu/Gb-flex adds some complexity to MBMS architecture. With Iu/Gb-flex a group of mobile stations connected to the same RAN node and viewing the same MBMS channel, aren’t necessarily connected to the same SGSN. It is more likely that they are connected to different SGSNs. Using the Activate Channel Procedure the RAN node may then chose to only activate the channel to one of the SGSNs in the Pool. The payload for the channel is the same from all SGSNs.       
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Figure 14:  Channel selection for RAN node using Iu/Gb-flex

As UEs leaves the channel or roams out of the pool area, the situation may occur where an SGSN in the pool doesn’t have any more UEs viewing a channel (i.e. MBMS UE Contexts), but where the RAN node still wants to have the Channel activated. That is, the RAN node has UEs with their MBMS UE Contexts in other SGSN nodes. 

One alternative in this case could be RAN to move the channel to an SGSN with UEs viewing this channel. Without a very complicated handover, this could however cause drop-outs in the MBMS data transmission. The preferred alternative should be for the RAN node to continue with the channel active in the SGSN node with no viewers of the channel. The situation may change again as new UEs in this SGSN joins the channel. Therefore there is little to gain by moving a channel back and forth between SGSN nodes. 

The mechanism that enables this separation of MBMS user-plane and control-plane are the Activate Channel and Deactivate Channel Procedures. 

Iur Issues

One issue with the Iur occurs when MBMS active UEs roams over Iur. The RNC may not want to have possibly multiple copies of the payload for the channel being transported over the Iur. A relocation of the channel is then an alternative. See figure below.
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Figure 15:  Channel relocation after Iur roaming

The RAN node may already have the channel activated and can just switch to use the payload from that channel. If the RAN node doesn’t have the channel activated, it must first issue a Channel request to an SGSN. If the SGSN, which gets the request, doesn’t have the channel activated, it must in its turn issue a Channel request to a GGSN node.

Summary and Conclusions

Separate procedures can be used to establish the MBMS control-plane and the MBMS user-plane. This will give an activation architecture with appropriate mechanisms to handle both Iu/Gb-flex, Iur and other mobility related issues. 

A terminology, which incorporates the terms MBMS Channel and Transmission, will facilitate the development of the MBMS through a better understanding of the end-user expectations and requirements.
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