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1 Introduction

This contribution considers cases where different media streams to be distributed using MBMS are related in some way. For example several media streams may be associated with the same service from the users point of view.

We consider whether there is a need for the network to be aware of such relationships.

In some cases, an MBMS data source may generate a ‘combined’ media stream which, although treated as several streams of data by the application, is required to be provided with a single Quality of Service by the network. For example two audio streams of 16kbit/s may be combined into a single 32kbit/s data stream. In this case there is clearly no need for the MBMS network mechanisms to be aware of this – they would just deliver the 32kbit/s data stream. These cases are not considered as ‘separate streams’ in this contribution.

2 Types of related media streams

Four types of related media streams have been considered so far in the MBMS discussions:

· Media components

· Optional media streams

· Alternative media streams (QoS)

· Alternative media streams (Geography)

These are considered in turn.

2.1 Media components

A particular service (from the users point of view) may consist of several distinct types of data (e.g. audio & video) which require separate QoS within the UMTS network. For example, a real-time data stream (e.g. audio-video of the goal being scored) plus a data stream containing control data (e.g. the names of the teams, score, name of goalscorer).

If these require separate QoS, then the network must treat them distinctly although in some cases, it may still be simpler just to multiplex these data into a single stream. This will especially be true if one stream is very low bandwidth compared to the other.

Another possibility is that some components are available to all users, whereas others are available only to users who have a ‘higher’ subscription level to the service (for example, all users receive audio commentary of the goal, only premium users see the video). If ciphering is provided at the application layer, this can easily be achieved by ciphering the two components with different keys, even if they are multiplexed into the same stream.

Awareness of the relationship between several media components requires considerable additional complexity within the network. Instead of a service (from the network point of view) consisting of a single data stream, with a single QoS, occupying a single radio bearer, it would consist of several data streams, several QoS specification and several RBs.

It is proposed, therefore, that in this case there is no need for the network to be aware of any such relationships. An MBMS service (from the network point of view) will correspond to a single data stream, single PDP Context, single QoS and single RB.

It has been suggested that multiple media components associated with the same service (from the users point of view) could be carried on a single multicast address, but using different UDP/TCP ports. Combined with the above independence proposal, this would imply that the combination of Multicast Address and APN would no longer be sufficient to identify a service (from the networks point of view). Instead, indication of the ports, or perhaps a full Traffic Flow Template, would be required.

Again, this is additional complexity for no obvious benefit, and hence it is proposed that components be distinguished by differing multicast addresses.

2.2 Optional Media Streams

Certain types of media can be encoded into several parallel streams, not all of which are required to render the media to the user. Receipt of all streams allows a high quality rendering, whereas receipt of fewer of the streams supports only a lower quality rendering.

The most common case for this is ‘hierarchical’ video codecs, which encode the video into several ‘layers’ of decreasing importance, each providing increasing detail to the image.

There is no duplication of data within the ‘layers’. Receipt of the most detailed layer alone will not allow rendering of the video. Only in combination with the ‘base’ layer will the higher layers provide increasing detail.

The higher layers are therefore ‘optional’ to the service. The service can still be provided without them, but the service will be better if they are available.

Another example of optional media streams would be an audio-video service where the audio stream alone was considered sufficient for delivery of a ‘low quality’ version of the service.

One way of using this property is to transmit the optional components at lower power, so that they can only be received by users in good radio coverage. Since power is a scarce resource, and since broadcast to all users in a cell is extremely power-hungry, this could be a vital aspect of delivering MBMS services. Also, it is already part of users expectations for mobile services that the quality of experience degrades in poor radio coverage areas.

Again, we address the question of whether the network requires to know of the relationship between ‘optional’ components. Certainly the network needs to know which components are ‘optional’, and further which are ‘more optional’ than others. The network would use this knowledge to remove or lower the power of optional components in order to free radio resources. This could be achieved by attaching some kind of ‘priority’ attribute to the components.

If the network were to know which ‘optional’ components were associated with which ‘base’ (essential) components, then potentially it could decide to remove an entire service in preference to degrading all services. But then some mechanism would be required to indicate which services should be removed, or degraded, first. The same effect could be achieved by giving all components on one service lower priority than the components of other services.

There seems to be no compelling reason for anything more than a simple ‘priority’ attribute for each component. For example, a simple system could have three levels:

	Essential
	The component must not be removed except in exceptional circumstances

	High priority
	The component may be removed, or power lowered during congestion

	Low priority
	The component may be removed, or power lowered, during congestion and in preference to High priority components.


In practice we may require more levels. This is ffs.

2.3 Alternate components (QoS)

For some services, there may be alternative versions of a data stream (component) with different QoS requirements. For example, the same audio stream could be provided using a high or low bit-rate codec. In contrast to the previous section, the service can be provided on receipt of any one of the components. They are therefore alternatives, rather than optional components.

It has been suggested that during congestion, it may be desirable to downgrade a service to a lower QoS alternative e.g. to reduce the bit-rate. There are two ways to achieve this:

a) RNC initiated, user executed

The RNC would initiate the downgrade by simply removing the high bit-rate version of the service. The user equipment would then automatically activate the lower bit-rate version of the service with a new activation request.

When conditions allowed, the RNC would begin sending the high-bit rate version again. The user equipment would detect this and deactivate the low bit-rate version.

b) RNC initiated and controlled

The RNC would deactivate the high-bit rate version and itself begin transmission of the low-bit-rate version.

Option (a) has the property that the RNC does not require knowledge of the relationship between the low and high bit-rate versions of the service. This knowledge is kept at the application layer. The RNC simply knows which components can be downgraded/removed (the high-bit rate version). This also automatically permits modes in which the high-bit rate version is available at low power, to users in good coverage, and the low bit-rate version is more widely available. This involves some duplication of data delivery (in the good coverage areas, both versions can be received), but this may appropriate in some cases.

The disadvantage of this option is that the change-over mechanism is not particularly efficient or discrete – there will be a delay whilst users establish the low-bit-rate version, and a period in which both streams are being transmitted when returning to the high-bit-rate version.

Option (b) provides a more carefully engineered solution, but requires the RNC to have knowledge of which streams are related. This could be achieved in one of two ways:

(i) by considering the multiple streams as part of a single service (from the network point of view).

In this case the user would establish a single PDP Context and the network would deliver the appropriate data. This breaks the single service = single stream = single QoS paradigm. Either the system would need to cope with multiple GTP-U tunnels with differing QoS associated with a single PDP Context at the SGSN, or multiple QoS streams would need to be carried in a single GTP-U, with the associated problem of how to do the multiplexing and indicate the multiple QoS IEs. Depending on the Gn/Gp control plane architecture the same situation would exist at the GGSN or the SGSN may need to cope with a complex many-many relationship between user PDP Contexts and service PDP Contexts on Gn/Gp.

(ii) by considering the multiple streams as separate services, but with some form of linkage between them.

In this case the user would establish a PDP Context for each bit-rate, but would only ever see a radio bearer for one of these at a time.

In either case, the complexity to deal with option (b) is considerable and it should be considered whether this complexity is justified.

It should also be considered that an ‘optional component’ approach to variable service QoS is in general both simpler and more functional since it allows differing QoS to be available in different radio conditions, without duplication of data. Services should therefore be encouraged to make use of this approach, which again lessens the value of a highly engineered approach to ‘alternative components’.

2.4
Alternative components (geography)

There is a requirement for it to be possible to provide services (from the users point of view) in which the data delivered varies based on geographic area.

This could be achieved in two different ways:

(a) The user activates a single PDP Context (common multicast address/APN) and the network determines the appropriate data stream to deliver based on the user location, or

(b) The service (from the users point of view) is constructed from several services (from the network point of view), each of which is only available within the appropriate geographic area. It would then be an application layer issue to instruct the user as to which service to invoke

Again, option (a) involves considerable additional complexity, by breaking the service = multicast/APN = single stream = single QoS paradigm within the network.

In addition, although several example services are envisioned in which the user may wish to automatically receive data specific to their present location (traffic news, weather forecast), no examples have been given in which the user must not receive/cannot request data for other locations (i.e. a user may well wish to check the traffic/weather for some distant location to which they are about to travel, or if they are looking for information on behalf of someone in that location).

It is proposed, therefore, that such services be considered as separate services from the network point of view, with responsibility for selecting the appropriate service for the users location delegated to the application layer.

3
Summary

This contribution considered four cases where several data streams are associated with a single service from the users point of view, and questioned whether there was a requirement for the network to be aware of this relationship.

In the case of different media components, and alternative data streams based on location, it is proposed that these be treated as separate services within the network. i.e. the service is identified by a Multicast Address/APN and has a single QoS and single data stream.

In the case of optional media components, it is proposed that these are equally treated as separate services, but that a priority indication should be studied. This would allow the RNC to remove/downgrade components which were not essential.

In the case of alternative media components of differing QoS, it should be studied whether the complexity of handling these as a single service, or of linking them together, is justified based on the possible savings.

It is noted that the optional component approach presents more opportunities for radio optimisation, and for smooth degradation of service according to radio conditions/congestion. It should be studied whether to recommend that services should, where possible, conform to this approach.
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